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1 Introduction

1.1 Hadron physics

Nature’s most powerful interaction – the strong force – has been puzzling scien-
tists for decades. It is not only the reason for the nucleon-nucleon interaction,
but also the force responsible for confining quarks into hadrons. Although it is
generally accepted that the equations profoundly describing the strong force are
found and formulated in quantum chromodynamics (QCD), the equations cannot
be solved analytically for all energy scales. This is because the coupling constant
of the interaction αs is strongly dependent on the momentum transfer Q of the
participating particles. While for high momentum transfers (Q & 100 GeV) the
perturbative calculation of QCD is feasible (αs . 0.1), this is not the case for low
values of Q of less than a few GeV. In the low energy range αs is in the order
of one, which makes the perturbative calculation of the the exact theory very
difficult or even impossible [5].

The two main advances in trying to understand the strong interaction are scat-
tering experiments and spectroscopy experiments. It was these types of exper-
iments that guided scientists like Bohr or Rutherford to formulate their atomic
models and that ultimately led to a thorough understanding of the electromag-
netic interaction. In hadron physics the bound objects of study are hadrons and
the underlying force is the strong force.

1.1.1 Baryon states

Just like in atomic physics one approach to understanding the strong force is
studying the excitation spectrum of hadronic systems. The main difference is the
different energy scale. The energies involved in hadronic reactions are typically
in the same order of magnitude as the mass of the systems themselves. That
results in some peculiarities that are unique to hadron physics. In hadron physics
an excited state is usually considered as a different particle, due to its higher
mass. However, these particles are usually very unstable and decay very rapidly
– typically in the order of ≈ 10−24 s. As a direct consequence such states can-
not be observed directly. Their existence can only be reconstructed from their
primary and secondary decay products. The decay usually proceeds via emitting
charged- and uncharged mesons that on their part consecutively decay to photons
and leptons. By characterizing the angular distribution and energies of the de-
cay products it is possible to extract the corresponding quantum numbers of the
responsible state. The arising field dedicated to the excitation and detection of
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1 Introduction

such states is called hadron spectroscopy .

A direct consequence of the high energy scale is that excitation levels are not
sharp spectral lines of well defined energy, like in the atomic case. The energy
uncertainty given by the Heisenberg uncertainty principle is large enough to allow
for significant overlap between neighboring states. Therefore several states can
coincide at one certain energy and all contribute to the same reaction. Moreover
the different contributions have to be understood quantum mechanically as the
superposition of different probability amplitudes. Being the square of the sum of
all amplitudes, the resulting differential cross section is subject to interference.
This makes it hard to disentangle the involved states. One underlying method
of disentanglement is called partial wave analysis (PWA). Since the contributing
amplitudes cannot be measured directly, trying to find a set of amplitudes that
reproduces a given cross section, inherently leads into ambiguities.

This problem can be alleviated to a certain extent by performing polarization
experiments1. This allows to measure additional observables which further con-
strain the possibilities of interfering partial waves. In this context the parameters
are called polarization observables. The ultimate aim of such experiments, like
the Crystal Barrel experiment, is to provide complete experimental data for the
PWA. For pseudoscalar single meson photoproduction it is believed that the full
knowledge of eight carefully chosen single- and double polarization observables
will lead to an unambiguous description of the underlying reactions. This fact
is commonly expressed as performing a complete experiment [8]. Such a com-
plete experiment will ultimately lead to a better understanding of the excitation
spectrum of the nucleon.

1.1.2 The missing resonance problem

Because the computation of QCD is technically not feasible in the energy range
of hadronic bound states, various phenomenological models have been developed
to describe the data. The N* excitation spectrum of one such constituent quark
model, is shown in Figure 1.1. In an approach like that, the model is usually
chosen to resemble several states, which are already known. The scale is then
generally fixed at the ground state – the proton in the present case. One can
observe that in some ranges the resulting model predictions are well met by the
experimental results. However, in other regimes the model predictions do not
have an experimental counterpart. The key question now is: Do these states exist
or not? There are several approaches to this so called missing resonance prob-
lem. First it could be argued that the states do not exist and the models do not
take into account certain aspects of the system. A higher degree of organization
within the hadronic bound state could for instance explain a freeze-out of certain
degrees of freedom, thus leading to less states. A possible example of an approach

1Depending on the number of particles that are polarized in the initial state and whether or
not the polarization can be measured for the final state one talks about single, double and
triple polarization observables.
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1 Introduction

that takes into account a reduced number of degrees of freedom, is a relativistic
quark-diquark model [30]. Second one might argue that the experimentalists have
not seen the states in question yet. They might be hidden under other stronger
and predominant resonances. The fact how most of the data of the N* and the ∆
resonance spectrum have been measured could also give an explanation why these
states are missing. Most experimental data shown in Figure 1.1 was measured
with the help of pion scattering. It is very much possible that pion scattering
favors the formation of certain hadronic states over others. In any case more ex-
perimental data on the states in question are needed. Finally a different excitation
mechanism could shed some light. At this point photoproduction2 experiments –
in contrast to pion scattering – offer a new perception of the problem. In addition
double polarization experiments could furthermore help to disentangle the inter-
fering partial waves that contribute to one channel. Finally new high precision
measurements might lead to a strong foundation upon which to build, check and
validate models.

1.2 The Crystal Barrel experiment

The Crystal Barrel experiment at the Electron Stretcher Accelerator (ELSA) in
Bonn is a photoproduction experiment that focuses on the detection of multi-
photon final states from the decay of baryon states. The multiple photons are
detected and characterized in multiple electromagnetic calorimeters of the exper-
iment. One of the most outstanding properties of the experiment is its capability
to perform single- and double polarization measurements. In these experiments
either the beam or the target – or both are polarized.

There are two major upgrade plans for the Crystal Barrel experiment. The
upgrades are aiming at making the experiment both more versatile (to gain insight
into new reaction channels that are currently not accessible) and more efficient (to
gain higher statistical significance). One of the upgrades aims at extending the
experiment’s capabilities of particle detection from neutral final states to charged
final states with all its benefits. The second upgrade will make the trigger of the
experiment more efficient.

1.2.1 The charged particle tracking extension

Due to the different energy loss mechanism of protons and charged mesons in
matter, they generally escape the electromagnetic calorimeters. Therefore their
energy cannot be measured very well. However, track detection and reconstruction
within a magnetic field offers a way of measuring the transverse momentum pt

instead. In addition to that the method allows to extract the sign of the charge
and to distinguish photons from electrons and charged mesons. Therefore the

2In the case of photoproduction, a real photon of known energy is used to excite the nucleon.
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1.3 Purpose of this thesis

upgrade will include the integration of a time projection chamber into the main
calorimeter and the addition of a solenoid magnet.

The benefits of this upgrade are many-fold and will extend the experiment’s
capabilities far beyond what is possible now. While the detection capabilities for
multi-photon final states will not suffer from the upgrade, a lot of new charged
channels will become accessible. The vertex reconstruction capabilities of the time
projection chamber will furthermore allow to specifically aim at the detection
of reactions involving strange particles like the Σ0 or the Λ. The signature of
these particles is a secondary decay vertex outside of the target. Due to the self
analyzing power of such strange decays, recoil polarization will become accessible
for the experiment [4].

1.2.2 A new readout for the main calorimeter

The second upgrade is aiming at refining the readout of the main calorimeter.
This will allow to also include the main calorimeter in the first level trigger.
Currently the detector can only actively contribute to the second level trigger. The
trigger scheme will be explained in detail in Section 2.4. The upgrade furthermore
includes the transition to new readout electronics such as Flash-ADCs (FADCs)
and will add the capability of time extraction to the main calorimeter. These
changes go hand in hand with a complete refurbishment or replacement of the
current crystal readout. The core problem of the current readout is, that it is
too slow to contribute a first level trigger signal. Several possibilities to make it
faster are currently evaluated. Since the possibility of a photomultiplier readout
is ruled out, as the whole setup is meant to be kept operational inside a magnetic
field, one way of doing so would be to add a silicon photomultiplier to the existing
readout of the crystals. This addition would yield a signal that rises fast enough
that it could be used for trigger generation and time extraction. The studies on
this topic are nearly at their end. The details are described in two different works
by Manuela Gottschall and Marco Wehrfritz [15, 51]. Another possibility would
be to replace the current photodiode readout by a new readout based on avalanche
photodiodes which is the topic of this thesis.

1.3 The purpose of this thesis

This thesis studies the option of a new avalanche photodiode readout for the
Crystal Barrel detector. Furthermore this work will be looking more closely at the
possibilities and advantages of a FADC based readout for the main calorimeter.
The Chapters 2 and 3 will introduce the current experiment, while Chapter 4
will describe the initial situation during the first period of this work. I will cover
trigger related questions in Chapter 5 and then face the necessities of a high
resolution energy readout with FADCs in Chapter 6. Details on a fully digital
time extraction will also be given in this chapter.

13



1 Introduction

In this work several tests are devised, carried out and analyzed. A possible so-
lution for a readout scheme for the main calorimeter is found. The ideas described
in this work justify and show the functional efficiency by test results. The final
conclusion will be, that an avalanche photodiode based readout for the Crystal
Barrel calorimeter is feasible and able of providing first level trigger capability
within the required working parameters. I will further conclude that digital fea-
ture extraction with the help of programmable FADCs will not only yield energy
information but furthermore offers the extraction of time information by means
of digital filtering.

14



2 The Crystal Barrel experiment

Figure 2.1: Overview of the experimental area of the Crystal Barrel experiment.
Coming from the accelerator, the electron beam enters the area from
the top right. The photon beam is created at the radiator target,
afterwards it passes the tagging system and is then impinging on the
target inside the Crystal Barrel detector. Finally the flux monitoring
systems constitute the end of the beam line.

This section gives an overview of the Crystal Barrel experiment. The overall
structure of the experiment can be divided into three main parts. First there
are the facilities for the creation of the polarized photon beam (Section 2.1).
Second there is the polarized target (Section 2.2) and finally there are the different
subdetectors to detect and characterize the decay particles (Section 2.3). An
overview of the experimental area is shown in Figure 2.1.
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2 The Crystal Barrel experiment

2.1 The polarized photon beam

As was already discussed in detail in Chapter 1, the Crystal Barrel experiment
uses the mechanism of photoproduction. Hence one fundamental precondition is
the generation of a directional photon beam with energies in the order of GeV.
Furthermore the single photons should be of known energy and for double polar-
ization studies it is important that the beam can be polarized and the degree of
polarization is known. There are two common ways of obtaining such a photon
beam – namely laser compton backscattering or bremsstrahlung. At the Crystal
Barrel experiment the bremsstrahlung method is used to produce real photons.
Both approaches require an accelerator to supply a high energy electron beam.

2.1.1 The electron accelerator

The Electron Stretcher Accelerator (ELSA) uses several steps to accelerate the
electrons to the desired energies (see Figure 2.2). In a first step the electrons
are accelerated in a linear accelerator to relativistic energies of about 20 MeV
before they are injected into the booster synchrotron. The booster offers an
energy range from 500 MeV to 1.6GeV and is used as an injector for the stretcher
ring. The latter overcomes the problem of a low duty factor due to the pulsed
operation of the booster synchrotron (duty factor ∼ 5 %). The booster is used
to homogeneously fill the stretcher ring, where the electrons reach the desired
energy after an additional acceleration. From the stretcher ring a continuous and
slow extraction over several seconds is possible. The duty factor is increased up
to values of 60-70% for typical hadron physics scenarios. This operation allows a
maximum possible electron energy of 3.5GeV. The energy is primarily limited by
the bending power of ELSA’s dipole magnets and the RF generated acceleration
voltage. The maximum beam current is in the order of ≈ 1 nA at typical energy
of 3.2GeV [23].

The polarized source

The ELSA facility features a polarized electron source to supply spin polarized
electrons. The source uses the light of a pulsed Ti-Sa laser impinging on a single
Be-InGaAs/Be-AlGaAs strained-layer superlattice photocathode with a typical
quantum lifetime of more than 3000 h. A typical polarization of approximately
80 % is possible at the source. The electron spin orientation is manipulated several
times during the process of acceleration. However, it is adjusted to be longitu-
dinally polarized upon extraction to the experimental area. Due to depolarizing
intrinsic- and imperfection resonances in the accelerator, polarizations in the ex-
perimental area are less than 80 %. The polarization at the the radiator target is
energy dependent (see Section 2.1.2). At an energy of 2.4GeV a polarization of
55 % can be achieved. A thorough description of the source is given in [10, 22].
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2 The Crystal Barrel experiment

2.1.2 The radiator targets and possible modes of operation

Figure 2.3: The target-structure is mounted on a goniometer. It holds the Møller
coil with an amorphous radiator inside (a) and the target wheel (b)
housing multiple different targets in the outer ring and the diamond
radiator in the center of the disc.

To generate a photon beam from the beam of highly energetic electrons, the
Crystal Barrel experiment uses the bremsstrahlung process. That means that the
high energy electrons are decelerated in a radiator target – not unlike in the case
of an X-ray tube. Various different radiator targets are mounted on the target
structure. The structure is remote controlled and can expose and precisely align
the different targets to the primary electron beam.

A beam of unpolarized photons is the most trivial case. In that case an amor-
phous target (usually copper foil) is used in combination with an unpolarized
electron beam. Several foils with a different thickness can be chosen from the
target wheel (see Figure 2.3 b) to optimize the ratio between photon rate and
multiple scattering. The latter effect is unwanted. The reason why is outlined in
Section 2.1.3.

Circularly polarized photons can be supplied to the experiment by using the
combination of an amorphous target and a longitudinally spin-polarized electron
beam [38]. In this case the radiator target is put in an external field (see Fig-
ure 2.3 a) to allow constant monitoring of the degree of beam polarization via the
Møller effect. The details of the method are explained in [28].

Finally the linearly polarized photon beam is created by exploiting a process
called coherent bremsstrahlung. The vector of the momentum transfer ~q of the
bremsstrahlung process has to be matched carefully to the reciprocal lattice vector
~g of a periodic structure. In contrast to incoherent bremsstrahlung where the
electron scatters off a single isolated atom, in the coherent case the whole lattice

18



2.1 Polarized photon beam

is the scattering partner. By carefully choosing the orientation of the lattice and
the momentum of the incident electrons ~p0 it is possible to select only certain
~q vectors that are kinematically allowed to contribute. The photons emitted
by this process are linearly polarized in the plane defined by ~g and ~p0. The
coherent bremsstrahlung adds to the incoherent bremsstrahlung spectrum. In the
kinematically allowed regime the photon beam has a net polarization.

In the case of the Crystal Barrel experiment a diamond is used. It is located
in the center of the target wheel. The whole target structure is equipped with a
very precise goniometer. This makes it possible to align the diamond crystal very
precisely along all three rotational axes. A detailed description of the process is
given in [11].

2.1.3 The tagging system

The task of the tagging system is to mark or tag the created photons according to
their energy. In the case of single scattering events, the primary electron energy
E0 is split according to

E0 = Eγ + Ee

between the photon (Eγ) and the electron (Ee). Therefore it is possible to indi-
rectly measure the photon energy by dint of measuring Ee.

Behind the radiator target the electron and the photon beam are superimposing
each other. The electron energy can be determined by simply directing both
beams through the field of a dipole magnet that is aligned perpendicular to the
direction of motion. Here the charged electrons are deflected by the Lorentz force,
while the photons remain unaffected. This serves a double purpose. First this is
a simple way of separating the photon beam from the electrons. Second as the
force is momentum dependent, determining the exit angle of the electron from
the magnetic field also contains its energy information Ee. The trajectory of
the electron is determined using a tagging hodoscope. It is an array of organic
scintillators that are used to detect the electron track behind the magnetic field
(see Figure 2.4).

The tagging system is one of the most important subdetectors of the experiment
as it defines the initial state energy of any potential reaction. Due to its high time
resolution it acts as the time reference for the trigger system and therefore for the
whole experiment. It also plays an important role in the photon flux determination
of the experiment (see also [21]).

The beam of electrons that did not interact in the radiator target is bent away by
the tagging magnet and a second adjustable dipole magnet further downstream.
This beam is guided to and absorbed at the beam dump to avoid unnecessary
interactions with the environment that could give rise to background reactions
affecting the experiment. Behind the tagging system the photon beam is further
narrowed by an interchangeable tungsten collimator of variable diameter before
finally impinging on the target.

19



2 The Crystal Barrel experiment

Figure 2.4: Working principles of the tagging system. Electrons of known energy
E0 impinge on a radiator and create bremsstrahlung. By measuring
the angle of deflection in a magnetic dipole field the energy of the
bremsstrahlung photon Eγ can be reconstructed.

2.2 The polarized target

Figure 2.5: The polarized target cryostat. The beam enters the structure from the
left. The target is located close to the tip at the right hand side, which
is located at the geometrical center of the Crystal Barrel detector.

The task of the target is to supply polarized protons for double polarization
experiments. The Bonn frozen-spin target uses frozen butanol that is chemically
endowed with a water-porphyrexide solution. This additive yields 1.82 × 1019

electron spins per cm3 that can be manipulated by means of an outer magnetic
field. With the help of microwave radiation, the polarized spin of the electrons
is then transferred to the protons in the hydrogen atoms of the material. At the
same time the thermal relaxation is kept at a minimum by cooling the target to
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2.3 Subdetectors

approximately 30-50 mK in the cryostat (see Figure 2.5). With this method the
Bonn frozen-spin target achieves polarizations up to 80-85 % with decay times of
typically a few hundred hours. The target is described in detail in [7].

2.2.1 Additional targets

In addition to the frozen Butanol target the experiment can also operate with dif-
ferent unpolarized targets. Currently a liquid hydrogen (LH2), a liquid deuterium
(LD2) and a carbon target are available. As a pure proton target the LH2 can
be used for very clean measurements that are used for the normalization of the
Butanol measurements. Likewise the LD2 adds the effect of the neutron to this
measurement. Finally measurements on the carbon can be used for background
substraction from the butanol measurements [47].

2.3 The subdetectors of the experiment

To detect the decay products of the hadronic reactions the target is surrounded by
various detectors. The most important detectors are the electromagnetic calorime-
ters, namely the Crystal Barrel detector (Section 2.3.2), the Forward Plug detector
(Section 2.3.3) and the MiniTAPS detector (Section 2.3.5). To distinguish whether
a hit in one of the calorimeters was neutral or caused by a charged particle, each
calorimeter is equipped with its affiliated charged particle identification system.
The inner detector of the Crystal Barrel calorimeter is responsible for the charged
particle detection for the main calorimeter (see Section 2.3.1). The Forward Plug
and MiniTAPS also feature dedicated organic scintillation detectors specifically
for charged particle detection.

For measuring absolute cross sections, the precise knowledge of the initial pho-
ton flux is crucial. The detectors that serve that purpose are described in Sec-
tion 2.3.6.

Finally a gas Čerenkov detector is used to suppress electromagnetic background
reactions on trigger level (see Section 2.3.4).

2.3.1 The inner detector

The inner detector of the Crystal Barrel consists of 513 organic scintillating fibers.
The fibers are arranged in three layers and are read out by multi-anode photomul-
tipliers. A picture of the detector is shown in Figure 2.6. The layers are contorted
such that the detector provides a track point for charged particle hits with a spa-
tial resolution of δx < 1.6 mm. The detector system plays an important role for
the first level trigger (see Section 2.4). A detailed description of the detector is
given in [46, 16].
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2 The Crystal Barrel experiment

Figure 2.6: Overview of the inner detector. The light created by the scintillating
fibers is directed backwards using lightguides. Here it is read out by
the multi-anode photomultiplier tubes (PMTs).

2.3.2 The main calorimeter

The Crystal Barrel detector [1] is an electromagnetic calorimeter. It currently
consists of 1230 Thallium doped CsI scintillator crystals (see Figure 2.7) that are
read out by photodiodes (see Sections 3.1.2 and 3.2.1). The detector covers a θ
range from 30o to 156o and the full 2π angle in φ-direction [52]. The segmentation
of the detector allows the acquisition of spatial hit information.

2.3.3 The Forward Plug detector

The Forward Plug consists of three rings and a total of 90 CsI(Tl) crystals (see
Figure 2.8). It covers 10o−28o in θ and 2π in φ. The detector crystals were origi-
nally constituting the forward section of the main calorimeter. The corresponding
crystals were removed and fitted with a photomultiplier readout and additional
organic front scintillators for charged particle identification. They whole unit now
represents the Forward Plug detector.

In fixed target experiments, subdetectors in forward direction receive the high-
est rates. When triggering on the whole detector is not feasible, it is especially
efficient to trigger on subdetectors in the forward direction. This being the rea-
son to build the Forward Plug, it is now used in the first level trigger. A detailed
description of the Forward Plug detector and the readout is given in [52, 14].

2.3.4 The Čerenkov detector

The gas Čerenkov detector uses CO2 as its active medium. It is sensitive to elec-
trons and positrons and covers the same θ angle like the MiniTAPS detector (see
Section 2.3.5). Pair production is the dominant background reaction. Electron
positron pairs are mostly created in the target or the beam pipe. The detector
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2.3 Subdetectors

Figure 2.7: The main calorimeter. 1230 CsI(Tl) crystal scintillators read out by
photodiodes surround a cylindrical cavity in the center.

Figure 2.8: The Forward Plug detector. The ring arrangement of front organic
scintillation detectors serves for charged particle identification.
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has a single photomultiplier channel and the fast response allows its use as a veto
in the first level trigger. Thus the first level trigger is made more selective to
minimize dead time. Due to its high time resolution it is also used as a time
reference for tagger time calibrations [21]. A detailed description of the system is
given in [27].

2.3.5 The MiniTAPS detector

The Two Arm Photon Spectrometer (TAPS) built at the University of Giessen
is an electromagnetic calorimeter consisting of 216 hexagonal BaF2 crystals. It
is located in forward direction covering a solid angle of 1.5o < θ < 12o (and 2π
in φ). Therefore it closes the gap between the Forward Plug and the beam line.
Each crystal is read out by a photomultiplier and has an organic front scintillator
for charged particle identification. The detector system is described in detail
in [32, 35].

2.3.6 Flux monitoring

The end of the photon beam line is marked by two detectors dedicated to flux
monitoring. The gamma intensity monitor (GIM) consists of 16 lead fluoride
crystals read out by photomultipliers. The Čerenkov light response of the GIM
crystals is fast enough to resolve the photons of the primary photon beam in
time [33].

However, as the detector shows saturation effects at very high rates a second
detector has been built to support the GIM. The Flux Monitor (FluMo) is a
combination of thin organic scintillation counters with a converter target. Electron
positron pairs are created in the target and detected by the scintillators. Since
only a certain fraction of all photons causes pair production in the converter, the
rate is reduced by orders of magnitude in comparison to the GIM. Hence it is
possible to measure at much higher rates [9].

2.4 Trigger and data acquisition

There are essentially two ways of running the data acquisition (DAQ) of an ex-
periment. One is the free running way and one is the gated mode. Although
mixed forms are possible the classical free running experiment will store all data
recorded by all subdetectors at all times. In this approach it is the task of the
offline analysis to filter the relevant information from the recorded data.

In a triggered DAQ an on-line preselection is made by the trigger logic. The
trigger electronics constantly monitors and evaluates various detector signals in
search of the signature of a potentially interesting event. If one of such predefined
trigger condition is met, the readout is triggered. The DAQ is then responsible for
saving all relevant data of this event. Usually the DAQ system will lock itself while
being busy and therefore not accept any new trigger signal at this stage. This
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2.4 Trigger and data acquisition

busy-time of the DAQ and also the trigger logic itself is called dead-time. Apart
from the reduced amount of unnecessary data, this approach has the advantage
that it allows to efficiently introduce the parameter of time1 into the readout.

The Crystal Barrel experiment runs in gated DAQ mode and the trigger of
the experiment is based on a two level scheme. In the present case the first level
trigger can either start the data readout directly or invoke the second level trigger.
The second level trigger now has access to more information than the first trigger
level. The tradeoff is that it causes dead-time for each event it discards. If the
event complies with the trigger condition the dead-time produced by the second
level trigger is negligibly small compared to the conversion- and readout time.

The reactions relevant for the experiment generally involve at least two photons
and a recoil proton in the final state. Typical reactions of that type are γp →
pπ0 → pγγ or γp → pη → pγγ. To trigger on these reactions one could require
particle energy deposits (PEDs) of three or more particles in the calorimeters.
However, if only two PEDs are required by the trigger condition, also events are
acquired where one of the participating particles is lost in an acceptance hole of
the experiment. Due to the high energy resolution for photons, the four vector of
a lost recoil proton can be reconstructed in the off-line analysis. Unfortunately
this is not possible for a lost photon. In that case the event is recorded but
cannot be analyzed. Since more complicated reactions generally involve larger
numbers of particles in the final state, it is even more likely to satisfy the two
PED requirement.

In general the trigger condition for production runs requires two PEDs or clus-
ters2. The task of the trigger electronics is to count the number of PEDs n and
in case of n ≥ 2, raise the trigger condition.

The first level trigger of the Crystal Barrel experiment bases its decision on
information from the inner detector, the Forward Plug, the MiniTAPS, the tagging
system and the gas Čerenkov detector which can veto the readout. The Forward
Plug detector and MiniTAPS have their dedicated cluster finding logic that is
connected to the central first level trigger module. In the case of a hit both
detectors discriminate between one or two (and more) PEDs. The inner detector
contributes a single signal indicating one or more hits. Similarly also the Čerenkov
detector supplies one single signal. All subdetectors have to be timed to supply
this information 225 ns after the event (see Figure 2.9). The time is matched to
the fixed delay in the analog signal lines of the Crystal Barrel detector. The main
calorimeter is currently not part of the first level trigger, because the signals of
the preamplifier of the current photodiode readout rise too slowly to meet this
timing constraint. A first level trigger condition is raised if at least one PED was
seen in either MiniTAPS, the Forward Plug or the inner detector and at the same
time the Čerenkov did not fire.

1Time in this context is usually understood as the relative time difference of a special occasion
during the course of an event, to the point of time when the trigger condition was raised.

2The electromagnetic shower of a photon in the calorimeter generally affects several crystals,
thus forming a cluster.
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2 The Crystal Barrel experiment

Figure 2.9: Timeline of an event as it appears to the current Crystal Barrel trigger
and readout. The main contribution to dead-time arises from fast-
resets and the readout of the ADCs.

The second level trigger is based on the output of the first level trigger and the
Fast Cluster Encoder (FACE). The latter is a set of logic circuits that perform
cluster counting on the hit pattern of the main calorimeter. Similar to the cluster
finding logic of Forward Plug it is capable of signalling the number of clusters to
the central trigger module. A full description of the function and design of the
application-specific integrated circuit of FACE is given in [12].

When the first level trigger condition is raised two things can happen. The
second level trigger module can receive a bypass signal in the case that two (or
more) PEDs were already found by the first level trigger. Otherwise the first
level trigger supplies the minimum number of clusters that have to be found in
the main calorimeter – either one or more. At the same time the ADCs receive
their gate which causes them to readout the analog signals that now arrive from
their delay lines. If FACE is bypassed, the ADCs are read out as soon as they
have finished digitizing (≈ 1 ms). If the inner detector has signalled at least one
charged particle or if the number of PEDs found by the first level trigger nfirstlevel

satisfies the relation nfirstlevel = 1, the second level trigger logic waits for the
results from FACE nface. This step takes 5 µs on average but might take up to
8 µs depending on the number of clusters found in the main calorimeter. If now
the inequality nfirstlevel+nface ≥ 2 can be satisfied the data acquisition is triggered.
If the condition cannot be fulfilled, the ADCs receive fast-reset signals (2 µs) and
the trigger unlocks itself. The 1 ms readout time of the ADCs adds to the dead
time, which cannot be avoided with the present ADCs. The relative time scales
involved in the trigger and the readout are illustrated in Figure 2.9.

The two trigger levels are realized in two distinct Field Programmable Gate
Array (FPGA) modules that were specifically developed for this purpose. The
FPGAs allow a quick and flexible alteration of the trigger conditions if needed
during the experiment. A detailed description of this module is given in [53].
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2.4 Trigger and data acquisition

2.4.1 Benefits and requirements of a new readout

The current trigger/readout scheme has certain disadvantages. First of all, since
the first level trigger can fire upon a single charged particle in the inner detector,
the acquisition of photoproduction reactions on the neutron are suppressed by
the trigger (see Figure 2.10). Second, unwanted electron positron pairs that are
created in the target or the beamline can mimic protons in the inner detector.
Such events invoke false first level triggers. Generally this background event is
then discarded by the second level trigger. A lot of dead time is created by this so
called fast-resets. Each fast-reset contributes more than 5 µs to dead-time. Many
fast-resets are avoidable by a more selective first level trigger.

Figure 2.10: Comparison of current- (dotted) and possible trigger acceptance
(solid) for photoproduction off the neutron for the reaction γn →
nπ0. Putting the main calorimeter in the first level trigger will re-
sult in a trigger efficiency close to one for almost the full θ range.
That would be almost identical to the current trigger efficiency for
photoproduction off the proton. Plot taken from [4].

In conclusion it would be very desirable to make the hit information from the
main calorimeter available to the first level trigger. Doing so would result in a
completely new trigger scheme, where FACE would play a totally different role.
This step would widen the trigger efficiency for photo production off the neutron.
Seeing the recoil proton could be abandoned as a trigger condition for large parts
of the solid angle (compare Figure 2.10). It might even be possible to completely
abandon the second trigger level if one could remedy the generally long times
arising from any clusterfinding algorithm. The hit information would also allow
suppression of the electromagnetic background. First calculations suggest that
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2 The Crystal Barrel experiment

suppression by a factor of 400 is realistic [48].
Another problem of the Crystal Barrel readout is related to the data readout

from the ADCs. The long conversion- and readout times of approximately 1 ms
(see Figure 2.9) are dead-time. The slow ADC readout inherently limits the
readout rate to 1 kHz maximum. Faster ADCs could help to significantly speed
up the readout rate.

To approach the problem of the slow readout and the resulting long dead-times,
a free running energy readout would be the solution of choice. The basic concept
of FADCs already comes very close to this idea. It could be argued that such a
readout would also resolve the latency constraint of the first level trigger. Digital
delays can be easily realized in FADCs and are only limited by memory. A memory
delay can easily last for several µs, which could be used to loosen the first level
trigger time constraint. However, in that case other subdetector systems, like the
tagger or the GIM, with their existing multi-hit TDCs become the limiting factor.
As no upgrades are planned for these detectors, they would impose a new time
constraint of the order of 1µs that should still be met by the first level trigger.

The fundamental requirement for a first level trigger that includes the main
calorimeter, is a signal from the main calorimeter crystals that has a faster risetime
than the present readout. Section 3.2 will describe the present readout in detail
and introduce avalanche photodiodes as a possible remedy to this timing problem.

2.5 The Studentenexperiment

Despite the fact that the Studentenexperiment is not an experiment aiming at
serious scientific progress, this work had an impact substantial enough on the
experiment to justify its mention here. Likewise this thesis was impacted by sev-
eral measurements conducted during the dedicated beam time for the experiment.
The Studentenexperiment is a course for graduate students that is held annually.
It aims at setting up a small experiment to observe the ∆(1232) resonance via its
symmetric decay channel ∆ → pπ0 → pγγ.

In the past years the experiment was performed using mainly technology that
is or at least was also used for the Crystal Barrel experiment. Lately in 2008 the
Studentenexperiment also became a test bench for new detector developments.
The first APD readout was fitted to the crystals that are generally reserved for
this experiment. The fast trigger capability with the new APD based readout was
tested in the course of this experiment. Section 5.6 will deal with the details of
the measurements that were carried out in this context.
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2.5 The Studentenexperiment

Figure 2.11: Students setting up the Studentenexperiment at the beamline behind
the MiniTAPS detector. The detectors on the table are covered with
black cloth to keep ambient light from leaking into the crystals.
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3 The crystal light readout

3.1 Scintillation detectors

Generally a scintillation detector consists of a scintillating material which is opti-
cally coupled to a photodetector. Radiation that passes through the scintillator
excites its atoms or molecules. That causes the material to emit light that is
transmitted to the photodetector. That could for instance be a photomultiplier
tube (PMT) or an avalanche photodiode (APD), like it is the case in this work.
Here the photons will induce a weak photocurrent which then is amplified in a
process of electron multiplication. This chapter will give an overview on inorganic
scintillators and photodetectors.

3.1.1 Inorganic scintillators

Although there is a great variety of scintillators, the following discussion will
focus on the category of inorganic scintillators. For the present thesis, this is the
relevant type of scintillator. The Crystal Barrel detector in particular uses CsI(Tl)
as a scintillating material where Thallium (Tl) is the so called impurity activator.
Most inorganic crystals exhibit the phenomenon of phosphorescence which means
that after being excited, their afterglow persists for a period of time that reaches
into the regime of microseconds. In general they are 2-3 orders of magnitude
slower than the organic equivalents. In the organic case whole molecules rather
than atoms are excited. Molecules, thanks to their great variety of possible states,
tend to have much shorter decay times than inorganic scintillators, where the light
emission always proceeds via so called excitons.

The great advantage of inorganic scintillators on the other hand is their high
stopping power and their good light output. This arises from their high atomic
number and matter density. Therefore inorganic scintillators are usually the first
choice for photodetection. High stopping power means that it is very likely for
a photon to interact with the material. For high energy photons (Eγ ≫ 1MeV)
such interactions will preferably lead to the formation of e+e− pairs. These on
the other hand are also very likely to interact with the crystal, thus forming new
photons by bremsstrahlung. Given the particles involved still have enough energy
at this point, the cycle starts all over again. This energy loss mechanism of high
energy photons (and e± respectively) is a phenomenon commonly referred to as
an electromagnetic shower.

It is obvious that, in the process a lot of charged particles (e±) are created
within the bulk material. These particles cause ionization of the crystal’s atoms.
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3 The crystal light readout

In inorganic crystals the scintillation mechanism is a direct consequence of the
electron band structure. Ionization can either lift an electron from the valence
band to the conduction band, thus creating a particle hole pair, or it can create
an exciton by exciting the electron to the exciton band which lies just below the
conduction band. An exciton is a quasi particle formed by an electron hole pair. It
can travel freely through the crystal lattice. Whenever an exciton has an encounter
by chance with an impurity activator, deexcitation is possible by emission of
scintillation light. Because the impurity activators are sparse throughout the
material the crystal remains transparent for this designated wavelength. It is in
this way that scintillation light is generated [29].

3.1.2 The Crystal Barrel crystals

While NaI(Tl) is probably the most commonly used inorganic crystal in high
resolution calorimetry, CsI(Tl) features a higher stopping power. It has an about
30% shorter radiation length X0 and at the same time greater light output than
NaI(Tl) [54]. Being less hygroscopic it is easier to design appropriate housings
for the crystals. This was important for the mechanical support structure of the
detector. The CsI(Tl) of the Crystal Barrel detector alone weights about 4 t.

The crystal dimensions were chosen as a compromise between energy resolution
at high energies and needed space. Also mechanical considerations were playing
a major role in the decision making. All crystals have a fixed length of 300mm
(16.1X0) capable of longitudinally containing a shower of a γ particle with Eγ =
2 GeV to more than 99%.

The whole crystal is wrapped in white Teflon foil for diffuse reflectivity. On
top of that a titanium layer is holding the crystal in position and acts as a light
seal. Attached to the end of the structure is the readout end-cap. The end-cap
houses the wavelength shifter, the photodiode and preamplifier as the first stage
of the readout electronics. This structure will be described in more detail in
Section 3.2.1.

There is a total of 1380 scintillating crystals that were in use when the Crystal
Barrel was still operated at LEAR [1, 6]. Today the setup uses less crystals in
backward direction and for small forward angles, thus leaving space for the inner
detector and the target. The Crystal Barrel currently consists of 1230 crystals [52].
The elements that have been removed are available for prototype developments
and testing. Most studies in this work were carried out using such crystals.

3.2 Photo detectors

After having discussed how light is created from radiation passing through matter
with scintillating properties, the photodetection part will now be reviewed in more
detail. The aim of a photodetector is to convert the photon response of a detector
into an electronic signal.
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Most photodetectors convert the incidental photons to photoelectrons as a first
step. While a PMT will do so utilizing the outer photo-electric effect, an APD
will do so via the internal photo-electric effect. That means an electron hole pair
is created in the depletion layer of the diode.

The second step is to amplify the weak photocurrent. Usually this is done by
an electron multiplication process, as in the case of the PMT or the avalanche
photodiode. These devices make use of the avalanche effect. In an APD a photo-
electron is sufficiently accelerated to energies high enough to free further charge
carriers from the bulk material. Because of the chain-reaction character of this
process it is commonly referred to as the avalanche effect. A photodiode in strong
contrast, does not have an intrinsic gain. Because the primary signal of the pho-
todiode is very weak, it needs a very sensitive preamplifier before the signal can
be processed. More information on the fundamentals of photodetection is given
in [19].

Avalanche photodiodes have a special role. Since their gain is significantly
higher than one, but also a lot smaller than that of PMTs, their signal still needs
to be amplified. They also have very special requirements in terms of the stability
of the bias voltage and ambient temperature (see Figure 3.1). However their
great advantage over PMTs is that they can be operated in a strong external
magnetic field. This is generally not possible for PMTs. For most applications of
an APD readout, the intrinsic gain mechanism is combined with a charge sensitive
preamplifier (see Section 4.3).

Figure 3.1: Voltage and temperature dependence of Si APD, taken from Si APD
datasheet [18]. The gain of the APD rises for higher bias voltages. Yet,
it falls for higher temperatures. In the final setup the temperature
dependence will be corrected by adjusting the HV [45].
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3.2.1 The current photodiode readout

The readout of the Crystal Barrel calorimeter is currently conducted via photo-
diodes. This part of the readout still dates back to the time, when the detector
was located at CERN’s Low Energy Antiproton Ring.

Initially the critical decision to use photodiodes instead of PMTs was made with
regard to the magnetic field that surrounded the detector. The field allows the
measurement of the transverse momentum pt. The crystals are read out with the
Hamamatsu S2575 PIN silicon photodiode that is flange-mounted to the side of
the wavelength shifter (WLS). Although the CsI(Tl) light output, which peaks at
a wavelength of around λCsI = 550 nm, matches the photodiode’s most sensitive
range very well, the WLS is used as a light collection system. It absorbs primarily
at a wavelength around 530 nm and uniformly re-emits into a longer wavelengths
where the crystal is less likely to re-absorb the light (transmission around 90%
for λ ≈ 620 nm) [1]. As a consequence less light is lost due to re-absorption and
a better spatial homogeneity of the light collection process is achieved. Tests
have shown, that one 1 cm2 photodiode with WLS performs as well as four 1 cm2

photodiodes attached directly to the crystal end face [50].
The signal of each photodiode is fed into a charge sensitive preamplifier that

is housed in the end-cap of the crystal (see Fig. 3.2). The integrated signal is
then sent out of the detector structure via an differential output. A complete
description of the readout is given in [1].

Figure 3.2: Schematic view of the end-cap for the photodiode readout as it is cur-
rently used at the Crystal Barrel detector. The end-cap contains the
wavelength shifter, the photodiode and the preamplifier. The whole
crystal is held in place by the mounting bolt attached to the end-
cap. A light pulser duct is included for the relative calibration of the
detectors.
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4.1 The Hamamatsu S8664-1010 Si APD

In the present work the Hamamatsu S8664-1010 Silicon APD was used for all tests.
This type of APD has been developed for the Electromagnetic Calorimeter (EMC)
of P̄ANDA at FAIR. It is a Large Area Avalanche Photo Diode (LAAPD) with an
active area of 10 × 10 mm2 in a ceramic housing. The internal design is based on
the reverse biased diode used in the CMS electromagnetic calorimeter. It features
a quantum efficiency of 70% at 420 nm and exhibits a capacitance of 270 pF at a
gain of 50. At the same gain the diode has a dark current of approximately 10 nA
at ambient temperatures. A thorough discussion of the device is given in [18, 37].

4.2 The prototype crystal end-cap

For the APD test readout a new end-cap was designed to house the APD and the
case for the 18 mm standard printed circuit board of the associated preamplifier
(see Figure 4.1). The design and manufacturing of these parts was done at the
workshop of the University of Giessen. The construction offers room for a dual
APD readout. Due to the relatively high light output of CsI(Tl) compared to
PbWO, photon statistics was not the limiting factor of the readout. Therefore
only one APD per crystal was used for all tests in this work.

4.3 The Basel LNP preamplifier

In the present work the readout of the APDs is conducted via the low noise/low
power charge integrating preamplifier (LNP preamplifier), which was developed
at the University of Basel for the P̄ANDA electromagnetic calorimeter. A picture
of the printed circuit board can be seen in Figure 4.2. This circuit was specifically
adopted to the APD readout of CsI(Tl) crystals.

The charge sensitive amplifier linearly converts the charge signal of an LAAPD
to a voltage that can then be fed into consecutive electronics. Integrating am-
plifiers are generally characterized by the time constant τint. The time constant
has to be matched to the shape of the signal for proper operation. As the APD
responds very quickly to the detected photon flux, the signal response is governed
by the crystal itself. Therefore the time constant has to be adjusted to the crys-
tal rather than to the APD. The decrease in light output of scintillators can be
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Figure 4.1: Prototype APD readout end-cap. The end-cap allows to simultane-
ously house two APDs. However, during all tests it was only equipped
with one. The metal box contains the LNP preamplifier.

Figure 4.2: Front- and back plane of the LNP preamplifier. By courtesy of
M. Steinacher [45].
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characterized by the exponential decay constant τ . The lightout of PbWO1 as
used at P̄ANDA decays with τPbWO ≤ 50 ns [54]. Thallium doped CsI(Tl) on the
other hand has an much slower intrinsic decay constant of τCsI = 0.9 µs [1]. Con-
sequently the preamplifier used in our setup was configured with a τint = 22µs in
its feedback loop thus adequately satisfying the requirement of τint ≫ τCsI. This
and the different routing of the printed circuit are the only differences between
the P̄ANDA version [40] and the design used in the present work.

C2
C=1 pF

Un
Cd
C=270 pF G=-x

Rf

Out

Figure 4.3: A basic integrating amplifier. Un represents a thermal noise contribu-
tion at its input. Cd is the input capacitance.

The limit for detecting small signals is imposed by the noise contamination of
the signal. When the signals of interest approach the noise level of the readout,
they become indistinguishable. Like any detector an APD acts as input capaci-
tance (Cd = 270pF at gain 50) on the preamplifier. The capacity at the input of
an integrating amplifier increases the noise level of the signal significantly. The
underlying principle is commonly known as noise-gain. It can easily be under-
stood with the help of a working example. Given an inverting type amplifier as
shown in Figure 4.3 the voltage Out is given as

Out =
Zf

Zi
Un ≈ Cd

C2
Un

where Un is a tiny noise contribution expressed as voltage. One major source
for noise is thermal noise with a typical magnitude of some 0.8 mV/

√
f. Zi and

Zf represent the complex impedance of input and feedback respectively. In direct
consequence the noise contribution Un is amplified by the substantial factor of 270.

As the capacity of the APD cannot be altered it is important to keep Un as
small as possible. The schematic of the LNP preamplifier can be found in Ap-
pendix C Figure C.3. The two key components of the circuit are the low power
300 MHz current-feedback operational amplifier AD8011 and the BF862 junction
FET (JFET). The JFET is used as common-emitter amplifier with high forward
transadmittance. It acts as low noise voltage amplifier at the non-inverting input

1lead tungstate
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of the AD8011 thus giving it a high input impedance. At the same time it allows
for a fast transition frequency and inverts the input. Therefore any given feedback
from the operational amplifier output to the JFET is negative. Finally signal in-
tegration is achieved via negative feedback. The feedback loop formed by C12
and R10 was set to τi = 22µs integration time. By fixing the potential for the
inverting current sensitive input of the AD8011 to 5.5V, the JFET and the oper-
ational amplifier together form a fast amplifier with minimal power consumption.
During normal operation the whole circuit consumes less than 50 mW.

A detailed description of the circuit can be found in [40].

4.4 The 3 × 3 crystal matrix

To test the new readout in a realistic environment, two prototype arrays in a 3×3
matrix arrangement were built. One such array can be seen in Figure 4.4. Having
at least one crystal fully surrounded by other crystals was important to study
shower leakage in detail.

The support structure for the matrices had previously been developed and con-
structed in Bonn. The 3× 3 matrices had already been used in combination with
the photodiode readout at the Studentenexperiment (see Section 2.5) and for pro-
totype tests (see [51]). In the present case the photodiode readout was replaced
with the Hamamatsu S8664-1010 Si APD (compare with Section 4.1). It was
combined with the LNP preamplifier mentioned earlier (see Section 4.3).

4.5 The high voltage power supply

The strong gain dependence of the avalanche photodiodes on the bias voltage
imposes strict requirements on the stability of the high voltage power supply
(see Section 3.2). Furthermore the HV power supply has to be floating to avoid
ground loops and prevent noise from coupling into the sensitive readout circuit via
its ground connection. To accommodate for this special requirements two Iseg2

EDS F 025n 104-K modules were purchased. The HV modules are of standard
6U Eurocard format and fit into the Iseg ECH 228 crate.

The modules have a maximum output current of 100µA and a voltage range
from 0 to -2500 V. Ripple and noise in the frequency range 10 Hz < f < 100 MHz
is guaranteed to be less than 10 mV for maximum load conditions. The mod-
ule can be controlled via CANbus. Voltages can be adjusted for the individual
channels with a resolution better than 50 mV. However, the voltage measurement
is guaranteed to be better than 5 mV. Additionally the current measurement is
better than 2 nA [26]. The precise measurement of the current is very useful to
see if the bias voltage of an APD had already exceeded its breakthrough volt-
age. Although the current through the APD is limited by a 28 MΩ resistance (see
Figure C.3) the current rises to the order of several µA in that case.

2Iseg Spezialelektronik GmbH, Bautzner Landstr. 23, 01454 Rossendorf, Germany.
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Figure 4.4: A 3 × 3 matrix in the beam line seen downstream from behind the
MiniTAPS detector. In this particular measurement the upper left
crystal was aligned centrally in the beam.
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4.6 The i-trOnics SADC

The i-trOnics i-SADC 108032 was the FADC that was used in this work. The
FADC was readily available and the sources of the firmware were accessible. These
were the main reasons why it was used as a testbed for the readout studies con-
ducted during this thesis.

The module was developed by Igor Konorov and Alexander Mann at the Tech-
nical University of Munich3. It has 32 channels of 110 Ω differential inputs with
individual virtual ground, all featuring a 10 bit ADC resolution. The device comes
as a standard 6 U VME module, but only uses the VME crate as power supply.
All communication is either established via a dedicated optical fiber connection
to a special concentrator module or via a special J2 adapter card that can be read
out via an USB interface. The latter solution was used in the present setup. It is
possible to operate the SADC in 40 MHz or 80 MHz mode which can be controlled
by replacing the firmware on board via the JTAG4 interface [43]. For the APD
readout the 80 MHz solution was used.

Figure 4.5: Schematic dataflow of the TU Munich SADC.

The board is divided into two identical operational units of 16 ADC channels
each. A schematic view of the data flow of one channel is outlined in Figure 4.5.
The 16 channels are operated in parallel with the primary clock frequency and
the resulting data stream is fed in a parallel fashion into one of two Zero Chip
FPGAs. Here the data is processed by a configurable firmware that can be loaded
into the chip. The Zero Chips (each responsible for 16 channels) communicate
with a single secondary FPGA that is loaded with its own firware during power
up. The secondary FPGA manages the communication with the fiber optical up-
link to the concentrator module or if programmed with a different firmware, as in
the present case, with the J2 USB readout card. It also manages the programming
of the two Zero Chip FPGAs and offers a register based configuration interface
for the Zero Chip firmware via a dedicated I2C bus. For all tests that have been
conducted using the SADC module the USB readout firmware was used on this
chip.

3Physik-Department E18, Technische Universität, München, James-Franck-Strasse, 85748
Garching.

4JTAG is the commonly used name for the IEEE 1149.1 standard Standard Test Access Port

and Boundary-Scan Architecture for test access ports used on printed circuit boards.
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4.6.1 The Zero Chip firmware

The SADC was operated using the Window Trigger v3.00 firmware or its deriva-
tives (see Section 6.1.2). The firmware was developed by Alexander Mann and
Igor Konorov for this SADC. It supports three different triggering modes (latch-
all, sparse and self-trigger) and has configurable thresholds for all input channels.
It has an in-built support for external trigger signals and other fully configurable
features, such as input signal inversion and maximum extraction.

In case of the USB readout the 80 MHz clock is provided by an on-board quartz.
In all in-experiment situations a single clock is distributed via the Gigabit ethernet
transceiver. The readout is event based and comprises the baseline, the signal’s
maximum, a 30 bit clock value and additional time correction information of the
integrated constant-fraction discriminator.

Figure 4.6: Schematic of the Zero Chip dataflow. The data of the different input
blocks is multiplexed (MUX) and injected it into the pipeline.

To use the available resources on the FPGA sparingly the main data process-
ing on the chip is done in a pipeline. The principle of operation is outlined in
Figure 4.6. The 16 input blocks are responsible for acquiring the number of sam-
ples specified by the event size setting, in case an internal trigger condition is
raised. This trigger can either be generated from each input-block itself or be
distributed from input block number 0 in latch-all or sparse trigger mode. The
samples are stored in integrated FIFOs5, that are implemented with the inter-
nal block memory of the FPGA. The multiplexer (MUX) continuously switches
between the different input channels and checks if new data is present at one of
the channels. If data is waiting, the samples are read from the input block FIFO
and injected into the pipeline that is operated at primary clock frequency. The
different pipeline stages can now add data words to the primary sampling data
that are also moving along the pipeline. By marking them with additional tag-bits
they can be distinguished from sampling words. In a first step the maximum is
extracted from the data stream. It is needed by the constant fraction discrimi-
nator stage. The constant fraction discriminator uses this information and finds
the two samples next to the adjusted fraction. It then interpolates between the
neighboring samples, thus minimizing time quantization noise for signals with fast
risetimes. The packet generator and the output formatter prepare the data for
serial transmission to the Secondary Chip FPGA, from where it is finally sent to
the USB output or the fiber up-link respectively.

5A FIFO is one type of basic buffer typically used in computer science. It obeys the paradigm
of first-in-first-out data management.
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This chapter focuses on how a valid trigger signal can be obtained using an APD
based readout. First the theoretical background of signal shaping is discussed,
then needed electronics developments are described. Finally the results of different
time resolution measurements are presented.

5.1 Goals and challenges

The first level trigger decision of the Crystal Barrel experiment is made in some
20 ns after all relevant subdetectors have reported to the logic. This process is
timed to happen 225 ns after the event (see Section 2.4 for details). Although
a new energy readout is planned and the current trigger scheme will have to be
streamlined for the upgrade, 200 ns were taken as latency constraint for the new
trigger signal. Given that it takes the CsI(Tl) signal approximately 100 ns to rise
to its maximum, this limit seems reasonably achievable.

To avoid false coincidences from the crystals, boundary conditions for time reso-
lution and noise level were chosen. The initial aim was to achieve time resolutions
in the order of 10 ns (σ). This number is strongly dependent on the actual noise
level. That means that one can afford a much worse time resolution, given that
there is almost no chance of false coincidences. On the other hand one needs a
very fine time resolution if the readout is noisy, to compensate for the higher prob-
ability of accidental coincidences [3]. This point strongly depends on the actual
implementation of the new trigger scheme being deployed. It will inevitably lead
to further discussion.

Finally it is important to conduct the energy calibration of the APD readout
in the primary tagged photon beam. Therefore a single crystal should be able to
sustain a minimum trigger rate of a few kHz.

The fundamental requirements for a new trigger for the main calorimeter can be
summarized as follows. First a low latency is needed to avoid unnecessary delay
and the associated distortion of analog information in long delay lines. Second a
high time resolution and stability are needed to actually allow the on-line selection
of coincident events. Finally the new trigger should allow for high rates in the
order of a few kHz. Although multi-hits in a single crystal are not very likely [13]
they can occur occasionally as described by Poisson statistics. To also account for
such rare events and have at the same time the opportunity to test the equipment
in a primary photon beam, rate stability up to several kHz is necessary.
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5 The trigger branch

5.2 The preamplifier signal

Given a light pulse from a CsI(Tl) crystal the preamplifier will accumulate a charge
which is approximately proportional to the photon flux captured by the APD. An
integrating type preamplifier will eventually convert the collected charge into a
voltage at its output. Figure 5.1 shows the form of a simplified CsI(Tl) pulse
shape and its integrated output as it would be expected from an ideal integrating
amplifier that integrates over an infinitely large time window (τ = ∞). Such an
amplifier would be impractical for a real world scenario. The amplifier would
start to pile-up1 the signals of several events and soon reach its limits where no
further increase in signal is possible. Therefore the amplifier has to return to its
baseline which is usually achieved by an exponential decay of the signal. This can
be seen in Figure 5.1. However it is important to note that all useful information
in the underlying signal is contained in the leading edge and the maximum of
the preamplifier output. The decay of the preamplifier signal is always the same
exponential shape and the decay constant τ is a fixed property of the preamplifier
itself (for more details see Section 4.3). The only case where the tail of a signal
contains additional information is in the occurrence of pile-up. It is essential to
account for such events otherwise one will overestimate the size of this pulse and
miss the second event. This phenomenon and how it is taken care of for the energy
readout will be discussed in more detail later.

Figure 5.1 shows the typical response of an integrating amplifier like it was used
for the prototype APD readout of a CsI(Tl) crystal. It illustrates the general
time scales that are involved. The signal rises over roughly 5 µs and then decays
slowly. The decay is an exponential with a time constant of 22µs. A direct
consequence is that the signal does not comply with the input requirements for
many commercial standard discriminators. Most discriminators with single ended
inputs have serial capacitors at their input to protect the input from DC currents.
The capacitor acts as a CR high pass stage. In the case of a slowly varying signal,
like the preamplifier signal, most of the spectral power is lost at the input of the
discriminator. To overcome this problem pulse shaping was introduced to the
readout and the generation of a trigger signal.

5.3 Background theory on pulse shaping

The term pulse shaping usually refers to applying signal filters to an analog signal
and thereby selecting particular frequency ranges for enhancement while others
are chosen to be suppressed. Generally pulse shaping aims to increase the signal
to noise ratio. Thus it improves the overall quality of the readout. Another reason
for applying pulse shaping is to manipulate the risetime of a signal.

In the present scenario the latter application of pulse shaping is used to derive a

1During the duration of a detected signal, a second signal falling in the same time window will
pile-up on the first [29].

44



5.3 Background theory on pulse shaping

-1200

-1000

-800

-600

-400

-200

 0

 0  2000  4000  6000  8000  10000  12000

A
m

pl
itu

de
 [a

.u
.]

t [ns]

Photocurrent (x1000)
Integrated charge

Preamplifier output

Figure 5.1: Schematic calculation of preamplifier output in comparison with initial
photocurrent. The flux was approximated with a linear rise of 100 ns
duration and an exponential decay with decay constant τ = 1.1 µs.
The preamplifier gain in the simulation was equal to one.

signal from the preamplifier output that rises faster than the preamplifier output
itself. The derived signal has to comply with the latency constraint of the trigger
logic (see Section 5.1) as a primary design goal. However, the derived signal has
several additional advantages over the bare preamplifier output. First of all a
quickly rising signal is more likely to exhibit better time resolutions than a slowly
rising one. Several mechanisms contribute to this behavior. One example which
is particularly easy to understand in the time domain is illustrated in Figure 5.2.
However, the main problem arises from low frequency noise components. A typical
noise spectrum often follows a 1/f behavior to first order. In the time domain it
is clear that a slow signal, that obviously has its main spectral power in the lower
frequency range, is more strongly affected by noise than a fast rising signal.

The LNP preamplifier output is incompatible with the initial demand for a low
latency signal due to its long risetime. Initial tests with leading edge discrimina-
tors operating at very low thresholds showed that it was not possible to generate
a low latency trigger signal with σ < 10 ns time resolution.

The well established approach to deriving signals that achieve nanosecond time
resolutions is shown in Figure 5.3. The new piece of electronics that has been
inserted into the readout chain is called a fast timing filter amplifier. It turns
out that this device solves the above issues. A timing filter amplifier essentially
consists of a frequency filter and a timing amplifier. Timing amplifiers achieve
rise times in the subnanosecond regime usually by sacrificing temperature stability
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Figure 5.2: A slow timing signal in combination with a leading edge discriminator is more sensitive to noise. The left hand
side shows the function tanh(x) with a sinusoidal noise contamination added to the signal. The right hand side
shows the same signal by a factor of 10 slower. Yet it exhibits the same noise feature. The time measurement on
the faster signal will in general yield better time resolution for a leading edge discriminator.
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and linearity [39]. The latter effect makes this readout chain not well suited for
energy readout. It is solely optimized for time resolution. Section 5.8 will be
dedicated to finding a solution for the energy readout part.

Figure 5.3: Common scheme for time readout achieving nanosecond resolutions.

During all following tests the timing filter amplifier was implemented as a Bessel
band-pass filter. That means it can be characterized with the transmission fre-
quency ft. The output signal therefore loses its low and high frequency compo-
nents as they get attenuated exponentially. It only preserves its spectral power
in a frequency band around ft. The response of the filter to the step function2 is
called the step response. This output has the rise time τ that is closely related
to ft. The relation is given by

τ =
1

2πft

where τ is usually called the shaping time constant. With respect to the 200 ns
latency constraint a ft of 6 MHz was chosen. That corresponds to τ = 26.5 ns. As
the sole filtering removes spectral power the signal is strongly attenuated. The
timing amplifier is used to amplify the remaining frequency components.

5.4 Timing filter developments

In the course of the project different filters were tested in combination with the
preamplifier signal of the APD readout. It was natural to start with equipment
that was already at hand. At first the usability of the shaper of the current pho-
todiode readout was evaluated. It was found that the filter had timing constants
that were not suitable for the planned application. All recorded time spectra
were nearly flat over a range of several hundred nanoseconds. In a second step
the commercial module MSCF-16 by the company Mesytec [34] was tested, but
also this shaper did not fulfill the signal requirements for the trigger signal.

First meaningful results were obtained with the Ortec 474 spectroscopy shaper
(see Section 5.4.3). The results obtained from this single channel NIM module
lead to the development of further optimized custom design filters that are de-
scribed in Sections 5.4.4 and 5.4.4. These filters were designed to also satisfy
the requirements for small-scale integration and to account for tests that required
larger numbers of channels.

The work on the topic was mainly done in collaboration with M. Steinacher
at the University of Basel. I received further support from Herbert Löhner from

2Step functions can easily be realized in hardware as square functions with low frequencies.
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KVI, Groningen and his group, who supplied a printed circuit board layout that
could be adopted to the present needs.

5.4.1 Experimental method

To allow the comparison of different timing filters, the common setup as outlined
in Figure 5.4 was used. All timing tests in this section have been performed with
an external coincidence of organic scintillators read out by photomultiplier tubes.
A single CsI(Tl) crystal in combination with the APD readout served as a testbed
for the timing filters. The LNP preamplifier was operated with negative polarity
output. It was directly connected to the timing filter under test. To minimize
noise pick-up in the setup, a complete Faraday shielding was assured and ground
loops were avoided. A complete description of the necessary steps is given in
Appendix A.

Figure 5.4: Common test setup for time resolution measurements with cosmic
muons. The outer organic scintillator coincidence serves as a time
reference.

The external coincidence had a typical time resolution in the order of nanosec-
onds, which was sufficiently high for this study. In addition to to the time readout
via the time digital converter (TDC), a small fraction (1:30) of the signal was fed
to an ADC. This was done to check whether or not a Landau distribution could
be observed. The ADC data was also used to verify the proper settings of the
trigger thresholds and to allow time-walk correction.

5.4.2 Time-walk correction

Standard leading edge discriminators are prone to the mechanism of time-walk.
The phenomenon describes the systematic time shift of a signal in dependence of
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its pulse height. Time-walk correction compensates for this effect by exploiting
the knowledge of this relation. To apply time-walk correction, some measurement
of pulse height or signal strength has to be present.

The time-walk correction in this work is achieved by plotting time versus the
ADC value. The empiric function

∆t(x) =
α√

β + x

is then fitted to the resulting distribution (see Figure 5.5 for an example). Here α
and β are the fit parameters and x is the corresponding ADC value. The function
values of ∆t(x) can now readily be subtracted from any given event-time value
and will substantially minimize pulse height dependent time-walk.

Figure 5.5: Typical plot for performing a time-walk correction. In this exam-
ple cosmic muons were measured with the prototype APD readout in
combination with the Ortec 474 timing amplifier (see Section 5.4.3).

5.4.3 The Ortec 474 Timing Amplifier

Further timing tests have been performed with the Ortec 474 Timing Amplifier.
The Ortec 474 is a timing filter amplifier. It is a standard NIM module for one
input channel that has been specially designed for pulse shaping aiming at opti-
mizing the signal to noise ratio for timing applications. It features continuously
changeable gain in combination with individually adjustable CR and RC time
constants covering a range from 20 ns to 500 ns each.

The measurements with the Ortec 474 were the first tests that showed time
resolutions close to the initial design goal. The results of the measurement are
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(a) Raw time spectrum

(b) Corrected time spectrum

Figure 5.6: Results of the time resolution measurement with the Ortec 474. The
integrating and differentiating time constants were set to τi = τd =
50 ns. For the corresponding time-walk correction function see Fig-
ure 5.5. These results already illustrate that on-line time-walk correc-
tion is needed for the trigger if time resolutions better than 10 ns (σ)
are to be obtained.
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outlined in Figure 5.6. A time resolution (σ) of 37±2 ns was measured with cosmic
muons (Figure 5.6(a)). This measurement already showed that time-walk correc-
tion is indispensable. By applying time-walk correction to the data, a resolution
of 5.8 ± 0.2 ns was achieved (Figure 5.6(b)).

Nevertheless being only a single channel module, the Ortec 474 was not a suit-
able solution for the demands of the trigger tests. Only one such module was
available during the tests and more than one channel was needed for the Stu-
dentenexperiment. The readout of two 3 × 3 arrays meant that 18 channels were
needed. The next section will give further reasons, why a different solution had
to be found.

5.4.4 Integrated timing filters

As was seen in simulations performed by M. Steinacher in Basel and confirmed in
first measurements utilizing the Ortec 474 timing filter, the optimal transmission
frequency ft is close to 6 MHz. Since the fast Fourier components of the preamp-
lifier output are small, even minute disturbances on the signal are sufficient to
degrade the time resolution. It is therefore desirable to have the timing filter as
close as possible to the preamplifier, thus avoiding long signal paths that are prone
to noise-pickup. The timing filter amplifier therefore needs to be small enough
to allow integration into the crystal end-cap. It should furthermore feature low
power consumption to minimize the thermal power constantly heating the detec-
tor system during operation. This aim is easy to justify when considering that
the whole system has to be temperature stabilized.

As a result of these additional design goals, a small low-power integrated timing
filter was required and developed at the University of Basel. This timing filter will
be called Basel Shaper throughout this document. At the same time it was crucial
to test the idea of running a functioning trigger with such timing filters as soon as
possible. As the development of the Basel Shaper prototype took time and certain
deadlines had to be met, a second timing filter was developed in Bonn, where size
and power consumption were secondary design goals. This line of development
will consequently be called Shaper rev. 4.2 in this work.

Basel Shaper

This timing filter was designed by M. Steinacher at the University of Basel. It
was outlined as a low power circuit with a small footprint on the printed circuit
board. Such requirements were important for integration into the crystal end-cap.
The circuit was based on the low-power dual operational amplifier AD8012 [2].

The filter is a combination of an active first order high-pass (HP) filter (τd =
26.4 ns) with a 6 MHz second order Bessel low-pass (LP) in Sallen-Key [49] con-
figuration.

The initial revision of this prototype was sent to Bonn for timing measurements
(see Figure 5.7). It featured a signal peaking time of 230 ns [45]. The initial version
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Figure 5.7: The Basel Shaper prototype during time resolution tests in Bonn.

was still an inverting type with positive internal feedback. Initially the idea here
was to produce negative polarity output pulses that were required by all of our
in-stock discriminators. However, due to the fact that in the meantime it was
decided to run the preamplifier itself with negative polarity output during the
tests this feature was now unwanted (see Section A.1). To still be able to run first
time resolution measurements the output was inverted with the help of a LeCroy
linear fan-in/fan-out LRS 428F. The effect of this inversion was tested and turned
out to be small compared to the overall time resolution of the signal.

Shaper revision 4.2

This shaper is the combination of a passive first order Bessel HP and LP with
two active amplification stages. It is derived from the second order filter design
developed at the KVI [17]. In the case of the original, lead tungstate (PbWO) is
used as a scintillator and different timing constants are required for the CsI(Tl)
crystals. Following the Basel prototype, the KVI circuit was modified, such that it
was possible to operate it at ft = 6 MHz. A single printed circuit board supports
two timing filter channels (see Figure 5.8). The component placement for the
rev. 4.2 is outlined in Appendix C, Figures C.1 and C.2.

For comparison measurements with higher energy resolutions further models of
this shaper have been manufactured with lower transmission frequencies ft. The
first such model was indexed as revision 4.2e. Further alterations were labelled
successively 4.2f and g. A detailed discussion of the motivation and outcome of
this measurement will be given in Section 5.6.

The underlying filter and amplifier stages are outlined in Figure 5.9. Amplifi-
cation was achieved by two negative feedback AD8099 operational amplifiers (X1
and X2) operated at a closed loop gain of G = 9. The input was realized as an
CR high-pass filter formed by C1 and R1. At this point the signal is amplified the
first time and then passes the integrator stage (R2 and C2). It is then amplified
again before reaching the output.
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Figure 5.8: The modified KVI shaper. Although the PCB supports two channels,
only one is implemented on the picture. Being not optimized for power
consumption, the circuit uses 30 mA on the +5V side of the power
supply in contrast to the 4 mA of the Basel Shaper [45].
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C=220 pF

C2
C=56 pF

R2
R=471 Ohm

R1
R=92 Ohm

In Out
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X1
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Figure 5.9: Overview of the main components of Shaper rev. 4.2.
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Due to a calculation error, the timing filter was accidentally equipped with a
differential time constant τd = C1R1 ≈ 20 ns and a RC-integrator time constant
τi = R2C1 ≈ 26 ns. The original intention was to satisfy τd = τi ≈ 26 ns. Choosing
τd smaller results in a higher cutoff frequency for the input high pass, which again
prevents the signal from being overly attenuated, because it widens the spectral
transmission band of the whole filter. It turned out this is an advantage at low
particle energies, because less spectral power is removed from the signal. This
point will be discussed in more detail in the following sections.

Figure 5.10: Signal response of Shaper revision 4.2 (top) seen with its input from
the preamplifier (bottom). The cursors mark the ∆t of 230 ns. The
peaking time of the signal response is in good agreement with the
response of the Basel Shaper.

5.5 Timing filter tests with cosmic muons

Having discovered that a custom designed timing filter could in principle supply a
signal that meets the design goals and furthermore made small enough to fit into
the end-cap of the crystal, a set of tests was devised to probe its time resolution.
A first step was to justify the use of the Shaper rev. 4.2 instead of the Basel
version. This was important to estimate the significance of the results that were
to be obtained. The consequence was a comparative study of the two integrated
versions that were introduced in the last section.

The comparison was done with cosmic muons. Measurements of the three
prototypes that existed at this point in time were carried out in parallel. As this
was the only difference from the method used in Section 5.4.1, a repetition of the
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experimental method is omitted at this point.

The APD bias voltages for a gain of G = 50 were only known approximately.
Therefore the voltages were chosen such that the crystals would respond to cosmic
muons on average with the same gain. To check if that procedure of gain-matching
would introduce systematic errors into the measurement, all measurements were
repeated with swapped configurations of crystal and shapers. From that cross-
check it was learned that indeed the results of the different timing filters could
be compared in this context. All the results were consistent and the time resolu-
tion can, within the statistical uncertainties, solely be attributed to the different
timing filters. After such preliminary crosschecks, the setup was left running for
a week and a total of 11 k coincident events was recorded.

The time distributions that were recorded are plotted in Figure 5.11. Each
histogram was fitted with a Gaussian shape. The width (σ) of each distribution
was extracted. It was observed that Shaper revision 4.2 performs slightly better
in terms of time resolution than the Basel model. Whereas revision 4.2e equipped
with the longer shaping time constant exhibits the same time resolution as the
Basel model.

To make sure that the additional inversion process of the Basel Shaper signal
did not have a strong effect on the time resolution, it was checked whether or
not inverting the signal three times instead of just once did degrade the time
resolution. No noticeable difference was found within the uncertainty limits.

The better performance of the Bonn model can most likely be attributed to
the fact that the Basel model is a low power version. Using such components to
satisfy power constraints generally has a tradeoff. In this case it is very likely that
the low power operational amplifier tends to add distortion, that leads to a worse
time resolution.

Ultimately these preliminary tests showed that it was possible to produce results
with the modified KVI shaper that were similar to what was measured with the
Basel prototype. Although rev. 4.2e represented a timing filter with very similar
time resolution, it does not comply with the 200 ns latency constraint. With
this information at hand all further studies were conducted using the revision 4.2
shaper unless stated otherwise. The results then also have predictive power for
the final version of the Basel Shaper.

5.6 Timing filter tests with the tagged photon beam

As a next step of the analysis it was particularly important to determine whether
or not it was possible to generate a coincident trigger signal from the Crystal
Barrel crystals with the prototype APD readout and such a timing filter. For
this study 18 rev. 4.2 shapers were built to support two 3× 3 CsI(Tl) arrays with
APD readout. The tests were performed as part of the Studentenexperiment (see
Section 2.5).

In this section the trigger of the experiment is described and its performance is
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(a) Revision 4.2, τd = 20 ns, τi = 26 ns

(b) Revision 4.2e, τd = τi = 100 ns

(c) The Basel Shaper

Figure 5.11: Time resolution measurement with cosmic muons for three different
timing filters. No time-walk correction was applied.
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discussed briefly. Second a summary of the additional time and energy resolution-
tests with different shapers is given. The latter is important with regards to the
possibility of a combined energy and time readout with a single shaper.

5.6.1 Experimental method

The hardware tests that were performed in the context of the Studentenexperi-
ment exploited several features of the tagged photon beam which is also used for
the Crystal Barrel experiment (see Section 2.1). Comparing these tests with cos-
mic muon measurements, the main differences are the higher energies, the higher
rates and most importantly the tagged photons. The latter means that photons
arriving at the experiment, generally have a known time of arrival and a well
defined energy (see Section 2.1.3 for details). This feature allows time and energy
resolution measurements to be conducted at the same time.

The setup was positioned on the beam line, between the MiniTAPS detector
and the gamma intensity monitor. The MiniTAPS was moved towards the setup
of the Studentenexperiment thus providing a good shielding for electromagnetic
background (see Section 2.3.5).

The Studentenexperiment used very similar readout electronics to the Crystal
Barrel experiment. Equipped with its own Sync-Client3 it was possible to trans-
parently integrate the experiment into the Crystal Barrel data acquisition system
(DAQ). This was done to take advantage of the full readout of the tagging system.

The trigger signal of the Studentenexperiment entered the main DAQ system as
the Innenself trigger signal4. Therefore only one connection had to be exchanged,
while the the main experiment was left almost completely unaffected. To ensure
that timing would always be governed by the tagging system with its intrinsically
high time resolution, 50 ns of delay cable had to be removed from the tagger trigger
signal. Doing so assured that the signals stayed inside the valid time range of the
TDC and possible gate of the ADCs.

The primary electron energy of ELSA was tuned to 1.2GeV for this experi-
ment. The corresponding Eγ covered by the tagging hodoscope was ranging from
200 MeV to 1.2GeV. Each photon that could trigger the readout had a defined
energy known to a precision of at least ∆Eγ ≤ 25 MeV.

There were two days of beamtime available for the experiment. Their use can be
divided into two main parts. First of all the 3×3 crystal arrays were calibrated by
putting them directly into the primary photon beam. In this calibration process
each crystal was once aligned, such that the photon beam would hit it centrally
(compare Figure 5.12). This was done to check for linearity and to estimate the
gain coefficients of the APDs. During this time different shapers were tested for
a single crystal. The main aim of this measurement was the in-beam calibration,

3The Crystal Barrel experiment uses a gated mode data acquisition system, where the event
synchronization is guaranteed by specially designed VME modules called Sync Clients.

4Innenself is the name of the self-trigger condition of the inner detector.
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Figure 5.12: Accumulated energy detected by a 3×3 matrix for photon hits in the
central crystal versus the beam photon energy. The assumption of an
underlying linear dependence to first order seems justified. The line
exhibits a substantial width. It reflects the limited energy resolution
of the timing optimized readout.

the test of rate stability and to show the feasibility of a low latency first level
trigger.

The second part was the actual measurement. For that purpose the two blocks
were moved in measurement position and the trigger was generated by coincidence
to detect the symmetric π0 decay. Most of the two days of beam time was spent on
data taking in that mode. This was to accumulate enough data to yield sufficient
statistical significance in the analysis. In this thesis only the outcome concerning
the performance of the readout will be discussed rather than the reconstruction
and analysis of the full experiment. The most important results for this thesis
work were obtained during the calibration period at the very beginning of the
beam time.

5.6.2 Results and discussion

Trigger performance

As was already outlined in Section 2.5, the Studentenexperiment aims at measur-
ing the symmetric decay of the π0 from the decay of the ∆(1232). With the two
3× 3 detector arrays at hand the trigger condition of choice was straight forward.
A coincidence of the two blocks was the only requirement. The trigger scheme
that was used is outlined in Figure 5.13.

The decision whether one block had fired or not was derived from an analog or
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5.6 Timing filter tests with the tagged photon beam

Figure 5.13: Schematic of the trigger condition as it was implemented for the
Studentenexperiment. The only condition is that the two photons
from the symmetric decay of the pions are detected at the same
time.

for the nine crystals of each block. Here the requirement was, that at least one
crystal per block was above threshold. The single crystal thresholds were kept at
a point close to the minimum allowed by the discriminator (LeCroy LRS4413),
resulting in reasonable cosmic muon rates in the order of 10 to 20 Hz in each array.
For the direct in-beam measurement it was only possible to position one block in
the photon beam at a time. In that case the coincidence was simply changed to a
logic or thus avoiding complicated and long lasting rearrangements of the setup
during the calibration.

The setup was equipped with leading edge discriminators. Therefore a time
resolution in the order of σ = 20 ns had to be expected, which corresponds to the
results for the uncorrected time resolution from Section 5.5. The discriminators
had an output pulse width of 100 ns each corresponding to a 50 ns coincidence
gate (2.5σ). No time-walk correction was used on trigger level in this experiment.

The trigger described here turned out to be very selective for the reaction of
interest. During the measurement rates of ∼ 20 and ∼ 60 Hz (the latter was
measured for the 3× 3 matrix positioned closest to the beam line) were observed.
However, the coincidence rate was very stable at approximately 0.5Hz. This
number was also expected as a rough first estimate [41]. Although the readout
electronics used during the experiment were optimized for timing, in this experi-
ment also the energy readout was conducted via this readout branch for simplicity
reasons. A preliminary calibration from the in-beam measurement that was con-
ducted during the beam time led to the spectrum shown in Figure 5.14. The π0

peak is clearly visible over a background that can best be described with an 1/E

dependence. This is a clear indicator that the trigger based on the coincidence of
the two 3 × 3 matrices works.

In the context of the Studentenexperiment it was possible to show two things.
First of all to derive a valid trigger signal was proven possible to the new APD
readout of the CsI(Tl) crystals. The time resolution turned out to be sufficient,
to efficiently suppress background while at the same time allow for temporal
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Figure 5.14: Raw count rate data without cuts recorded during the first day of
the Studentenexperiment. Here a preliminary energy calibration was
used [20]. The π0 peak is clearly visible over the background. The fit
consists of a Gaussian (dotted) superimposed with an 1/E background
contribution (dashed).

matching of correlated events during the experiment. Second the energy readout
turned out to yield sufficient resolution to clearly resolve the γγ-invariant mass
of the π0.

The energy information allows application of time-walk correction techniques.
This was already discussed in Section 5.4.1 and will allow the application of much
smaller coincidence gates in combination with risetime compensating discrimina-
tors. This idea is currently explored in a Diploma thesis [24].

Time- and energy resolution

As already mentioned in Section 5.4.4 different models of the Shaper revision 4.2
that featured different timing constants were built. The initial idea for this ap-
proach was to test whether or not it would be possible to have a single signal
path for a combined time and energy signal. During the calibration period at
the beginning some of the beam time was also spent on testing the time and en-
ergy resolution of those different shaper models. The advantage of using a tagged
photon beam for this measurement is that time and energy resolution could be
measured for all possible energies in parallel (Figure 5.15). For one crystal/shaper
combination only about 5 min of beamtime were needed.

Plots like the one in Figure 5.15 have been recorded for all 18 crystals that were
used. The width of the curve in y-direction reflects the time resolution at a desig-
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5.6 Timing filter tests with the tagged photon beam

Figure 5.15: Typical time spectrum (shaper rev. 4.2) seen from a single crystal
equipped with a Shaper rev. 4.2 readout for all tagged photon ener-
gies. The energy is determined by the tagging system. Time in this
plot is defined as ttagger − tcrystal.

nated energy. By slicing up the scatterplot into different energy bins and fitting a
Gaussian to the y projections the energy dependent time resolution was obtained.
The results for three different shaper models are displayed in Figure 5.16.

It is obvious that the shaper specifically designed for trigger timing, namely
Shaper rev. 4.2, has the best time resolution (σ < 3.5 ns) in the examined energy
range. The other two revisions featuring longer shaping time constants, for better
energy resolution, have worse timing properties. The σt which is plotted here
represents the time resolution for close to monoenergetic photons (folded with the
resolution of the tagging system). It furthermore constitutes a boundary on what
is achievable with time-walk correction.

Although all sorts of photons are produced in the bremsstrahlung process the
tagging system makes it possible to sort them according to their energy. That is
exactly what has been done here. This simple comparative study already shows
that the longer shaping time constants τ generally lead to the expected degra-
dation of the time resolution. On the other hand, when looking at the energy
side an increase in the resolution is to be expected. This is precisely what is
observed. The results are shown in Figure 5.17. To obtain this plot again all
measured events were binned according to the tagger energy information. Then
the measured distribution of the energy E was fitted with a Gaussian and σE
was extracted. The relative energy resolution σE/E can then be plotted versus the
incident photon energy as this was done in Figure 5.17.

On the one hand this plot confirms the implicit assumption made in Section 5.3.
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Figure 5.16: Time resolution measurement for different shaper models for central
crystal during the in-beam measurement. Due to the gain mismatch
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A longer shaping time constant τ leads to a better energy resolution. On the other
hand it also exhibits some more effects that are expected from calorimeters. First
of all the relative resolution increases for higher energies. This is mainly an effect
of better photon statistics. Second it shows an increase in statistics by summing
over several crystals increases the relative resolution by accounting for shower
leakage. Third it shows the special behavior of the curve belonging to Shaper
rev. 4.2. It looks more flat when compared to the curves belonging to rev. 4.2e
and rev. 4.2g. This can most likely be directly correlated with the fact that
rev. 4.2 was build with asymmetric shaping time constants τd and τi. As for the
Studentenexperiment mainly energies below 300 MeV were relevant, this property
turned out to be an advantage for the energy resolution in this range of energies.

The comparison of a single crystal rev. 4.2 and a whole 3 × 3 matrix with the
same timing filter shows that the gain in resolution is approximately a factor of
two.

5.7 Timing filter tests with an LED pulser

This section will briefly describe how the Shaper rev. 4.2 was tested with the help
of an LED pulser. By injecting light into the crystal, a real event is mimicked.
The advantage of that method is that the light output of an LED is perfectly
reproducible. Thus a monoenergetic energy source is simulated. However, the
resolution is not affected by effects that originate from the scintillation process of
the crystal itself. Furthermore the light propagation process within the crystal
is different than in the case where the light is produced homogeneously by the
crystal itself. Nevertheless this method represents a clean and quick cross-check
for the results obtained from cosmic-ray measurements at the laboratory and in-
beam measurements at ELSA. The method is furthermore suitable to study the
magnitude of time-walk effects at low energy deposits.

5.7.1 Experimental method

The LED pulser was initially designed and build as an efficient test of the energy
resolution of the setup. It is therefore described in detail in Section 6.1.2 in the
next chapter. Nonetheless it was also used for this validation measurement of
the time resolution of the Shaper rev. 4.2 in combination with a leading edge
discriminator.

For that purpose the LED pulser was tuned to several different light intensities
all in the range of 20 MeV to 220 MeV equivalents. Then a TDC spectrum was
recorded with a LeCroy 2229 time to digital converter. The Sync output of the
arbitrary function generator was used as start signal for the TDC. The obtained
spectra were fitted with a Gaussian distribution from which mean and width (σ)
were extracted.
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5 The trigger branch

5.7.2 Results and discussion

The mean of the stop peak in dependence of the equivalent energy is plotted in
Figure 5.18. This measurement shows over what range time-walk effects the time
measurement if it is not corrected for.

 100

 110

 120

 130

 140

 150

 160

 170

 180

 190

 200

 210

 20  40  60  80  100  120  140  160  180  200  220  240

t [
ns

]

Energy equivalent [MeV]

Data
Fit

Figure 5.18: Absolute time measurement with the LED pulser for different equiv-
alent energy deposits. The plot shows the true latency of the signal
and illustrates the effect of time-walk over the energy range. The
y-error bars reflect the width (σ) of the stop peak.

Given that information, on-line time-walk correction on discriminator level
seems indispensable to gain time resolutions of σ < 10 ns over a wide energy range.
If time walk correction is applied, the systematic dependence between mean-time t
and energy is removed. The uncertainty of the time correction function then be-
comes the limiting factor for the resolution. Due to its purely stochastic nature
it cannot be corrected and inherently limits the possible time resolution. This is
illustrated in Figure 5.19, where σ is plotted with its statistical error from the fit.

Due to the limited precision of the energy calibration with cosmic muons, a
systematic error of 10% was assumed on the equivalent energy. Please see Sec-
tion 6.1.2 for a thorough discussion.

The datapoints in Figure 5.19 have been fitted with the empiric function

f(x) = α +
β

x
+

γ√
x
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Figure 5.19: Time resolution measurement with the LED pulser for different
equivalent energy deposits. The resolutions shown have to be un-
derstood as time-walk corrected. Concerning the x-axis a systematic
uncertainty of 10% on the calibration was assumed.

where x is the energy in MeV. The parameters of the fit α, β, γ were found as

α = (3.6 ± 0.4) ns

β = (350 ± 24) ns MeV

γ = (−28 ± 6) ns
√

MeV

As expected the measured time resolution agrees very well with the results from
Section 5.6. This gives credibility to the values in the range of 20 MeV < E <
100 MeV, which shows that time resolution decreases rapidly for energies smaller
than 50 MeV. It also reflects the fact, that if lower trigger thresholds are needed,
a different (longer) shaping time constant will have to be considered. This would
ultimately affect the latency of the trigger and eventually violate the initial 200 ns
latency requirement.

5.8 Summary and conclusion

Starting with an initial latency constraint and a few basic time resolution- and
rate requirements for the trigger signal it was shown that the bare preamplifier
signal has to be shaped with the help of a timing filter.

Different timing filters were tested. Ultimately a possible solution for a trigger
was found in a CR-RC-filter amplifier with time constant τ in the order of 26 ns.
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5 The trigger branch

One prototype was developed in Basel and the Shaper rev. 4.2 was built in Bonn.
It was shown that they have comparable properties and that both are capable of
fulfilling the latency requirement for a first level trigger signal.

The development of the Basel model focuses on low power consumption, while
the Shaper rev. 4.2 is used as a placeholder until a final low power, fully integrated
prototype is manufactured in Basel.

As a core parameter of the readout the time resolution was measured by differ-
ent experiments. First experiments with cosmic muons were conducted to prove
the comparability of the two timing filters. Second time and energy resolution
measurements were performed at the tagged photon beam at ELSA. Third a LED
pulser was used to confirm and crosscheck the results.

It was shown that it is possible to retrieve a signal with a fast risetime (peaking
time ≈ 230 ns) from the preamplifier signal. It was observed that time resolutions
in the order of 10 ns can only be achieved over a large energy range if time-walk
correction is applied. The development of risetime compensating discriminator
has been underway during the writing of this thesis [24]. For the energy range
of Eγ > 100 MeV the tests showed that by applying time walk correction, time
resolutions σ(Eγ) < 5 ns are realistic.

Figure 5.20: Dual readout scheme for time and energy readout achieving nanosec-
ond resolutions, while maintaining the highest possible energy reso-
lution. This is what the final readout concept could look like. The
lower readout branch will be covered in Chapter 6.

One of the most important findings of the tests described in this chapter were
that a single signal path will obviously not yield optimal time and energy reso-
lution at the same time. Both aims are contradictory in the first place and will
always lead to a compromise. Figure 5.20 illustrates how a signal path that avoids
this problem could look like. The signal is split at the preamplifier. The two fol-
lowing branches are optimized for time and energy resolution respectively. Based
on this knowledge Chapter 6 will now investigate the possibilities and options for
the energy readout with FADCs.
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6 The energy branch

This chapter focuses on how to realize the energy readout with the proposed signal
path for the APD setup (compare Section 5.8). Unlike in the case of the trigger
branch the latency of the readout is not crucial any more. The information from
this branch is only read out when a trigger condition is raised, hence the 200 ns
latency constraint can safely be abolished for this task. The primary aim for
the energy readout is an optimal energy resolution. A secondary and somewhat
controversial aim is the extraction of time information from the signal. Although
the trigger branch would be well suited for time readout no TDCs are provided
for the readout. To still gain time information from the main calorimeter, the
time has to be extracted from the energy optimized signal.

While the trigger branch utilizes the output signal of a timing filter to provide
a pulse form that meets the basic requirements for a trigger decision (namely low
latency and high time resolution), the energy branch uses the unprocessed output
of the charge sensitive preamplifier directly. This has two peculiar advantages.
First by not adding active components such as operational amplifiers, inevitable
additional noise contributions are avoided. The preamplifier output itself on the
other hand is the most general signal that can be obtained from the APD at this
point. Any further component downstream alters the shape of the pulse in one
way or the other. Most of these alterations have an unidirectional component,
which means that information is lost. This is an unwanted effect that has to be
avoided.

One possible solution is to digitize the whole signal at a very early stage. In that
case the signal is sampled time discretely. All filtering and further signal process-
ing is done digitally thereafter. This idea completely avoids the negative effects
of thermal noise or other noise contributions from additional analog circuitry. At
the same time it anticipates the necessary step of doing an analog digital con-
version at some point. However, this approach raises another issue. Although
a variety of problems arising from analog signal processing can be avoided, new
problems arise from the digital representation. According to the Sampling The-
orem [44] a continuous bandwidth limited signal of bandwidth W can adequately
be reconstructed given it was sampled with a frequency fs that satisfies the con-
dition fs > fN = 2W . While this is a mathematically exact statement it is not
a priori known that this condition is satisfied by the preamplifier signal. However
one can safely assume in the present scenario that this condition can be almost
satisfied. For sampling frequencies fs that are sufficiently high and signal (and
noise) contributions of frequencies higher than the Nyquist frequency fN that are
at least close enough to zero, the reconstruction will not be affected severely.
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6 The energy branch

6.1 The energy readout

As the output of the preamplifier is already proportional to the integrated photon
flux, no further integration is needed. Consequently the point of interest of the
preamplifier output is the maximum of the pulse. The only information that needs
to be read out for the energy extraction is the baseline and the peak of preamplifier
signal. Allthough the baseline should be a constant it might follow a longterm
drift behavior. Extracting the baseline also provides an easy and efficient way
to detect and correct for pile-up situations. As a consequence the task of the
energy readout is very simple. The quantity which is expected to be linear in the
deposited energy is given by the maximum subtracted by the current baseline.
The baseline and the maximum have to be recorded for every event.

6.1.1 Introduction and background theory

There are two key components of the energy resolution measurement. First of all
one needs an energy deposit in the crystal of known amount. The knowledge of
that quantity should be better than the resolution of the setup. Otherwise the
resolution will be dominated by the resolution of the deposit rather than the setup
itself. Secondly one would like to have this deposition scalable over a wide range
and preferably starting at very low energies to investigate the relative energy
resolution in dependence of total energy deposited.

From direct experience with measurements described in Chapter 5 it was obvi-
ous that the tagged photon beam did not satisfy these requirements. First of all
the exact amount of energy was only known with limited resolution due to the
finite width of the tagger bars. Secondly the tagger window for E0 = 1.2 GeV
coveres a range of approximately 200 to 1200 MeV, thus leaving out the lower
energies which are of particular interest for the performance measurement. Al-
though this measurement is of course one of the most realistic tests it was decided
to measure the energy resolution of the electronics itself in the lab. This was done
to see whether or not a limiting effect could be found in comparison with the
current photodiode readout of the Crystal Barrel.

6.1.2 Experimental method

The LED test pulser

The simplest way to test the whole electronics chain is to use a light source that
emits a specific amount of light directly into the crystal. This light source should
be tuneable and reproduce the pulse shape of the CsI(Tl) crystal’s scintillation
light. For that purpose a simple test setup utilizing an LED in combination
with the Agilent 33120A 15 MHz function- and arbitrary waveform generator was
devised [25].

The LED is wired to a simple circuit as shown in Figure 6.1. The circuit
has a terminated input and R2 is chosen such that the LED’s internal resistance
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R2
R=1.1k Ohm

R1
R=50 Ohm

In

LED

Figure 6.1: Schematic of the circuit used for the LED pulser. R1 establishes an
almost 50 Ω termination for coaxial input. R2 dominates the total
resistance in the case that the diode is kept at threshold and assures
that the current through the LED follows the signal from the function
generator which is modulated on the offset voltage in a linear fashion.

becomes negligible. Therefore the current through the LED if kept at threshold
voltage is proportional to the AC components of the input signal. Assuming that
the LED’s light output is proportional to the LED current to first order, this
setup allows the generation of light pulses of arbitrary shape.

The function generator was programmed with a pulse shape simulating the
CsI(Tl) light output. Here a linear rise of 90 ns and an exponential decay with
decay constant τ = 1.1 µs was chosen. The constant offset of the function genera-
tor to the output was tuned such that the light output followed the programmed
pulse shape linearly. The correct operation of the setup was verified by shining
the LED’s light into a crystal equipped with a photomultiplier tube. Input and
output were compared with each other and were in very good agreement (compare
Fig. 6.2).

SADC firmware modifications

In this experiment a modified firmware of the SADC (see Section 4.6) was used.
The firmware is capable of extracting information from events with more than
1k samples without leading to congestion in the pipeline of the USB readout.
The firmware has the ability to do peak sensing on the input signal by itself.
Furthermore the first samples of the rise were stored during the measurement to be
analyzed in the context of time extraction (see Section 6.2 for more information).

Although the Zero Chip firmware (described earlier in Section 4.6.1) was read-
ily available, some particular problems in combination with the very long output
pulses of the preamplifier were experienced. First the maximum value of the event
size parameter was limited to 128 samples. In combination with an 80 MHz sam-
pling frequency that resulted in a maximum time of 128× 2.5 ns = 1.6 µs. As will
be discussed in Section 5.2 the preamplifier signal of the APD readout in combi-
nation with CsI(Tl) crystals rises over more than 5µs. Therefore this maximum
event size had to be extended as a first step. Additionally the time extraction
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Figure 6.2: Comparison of the signal fed to the LED (in blue) versus the output
of the PMT (purple). Apart from the scales the signals are nearly
identical and can be conciliated almost to congruence.

that will extensively be discussed in Section 6.2 needed additional digital filtering.
The constant fraction discriminator, as it was presently implemented in the Win-
dow Trigger firmware v3.00, does not produce sensible results for very long pulses.
Therefore it could not be used for the present requirements. This fact can easily
be understood. A very long rise sampled with 10 bit resolution will either yield
consecutive samples p that satisfy pn+1 − pn = 1 or pn+1 − pn = 0 respectively.
Therefore using only two samples for the constant fraction approach will always
result in one of two possible outcomes. It is obvious that such a correction does
not add a lot of precision to the final result. In consequence more samples have
to be taken into account for a t0 extraction. The procedure for how this is solved
will be described in Section 6.2.

Since the sources of the firmware were made available by Igor Konorov, it
was possible to modify the firmware to the present needs. For this purpose the
software products Xilinx Foundation and Synplify Pro were purchased. Both are
compiler and mapping tools needed to transform the VHDL1 code into a file that
is loadable to the Zero Chip FPGA. To avoid overmapping2 upon the extension
of the SADC firmware the number of active channels had to be reduced. This

1VHDL stands for VHSIC hardware description language, where VHISC again stands for Very-
High-Speed Integrated Circuits. It is one of the industrial standard hardware description
languages used in chip design applications.

2Overmapping in that context means that the FPGA is too small for the logic it is supposed
to contain.
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Figure 6.3: Typical pulse as it is analyzed in the Zero Chip FPGA. The event was
generated using the the LED pulser and extracted from the SADC
using its verbose mode. In normal operation the sampling information
is suppressed from the output. As noted in Section 5.2 the tail of the
event is cut off as it contains no valuable information.

created free slices3 on the FPGA for other logic parts. Unfortunately there was no
other way to succeed in modifying the firmware. All firmware versions that were
derived from the Window Trigger v3.00 were therefore comprising dead channels.
It was clear from a start that a way around this had to be found either by using
a different FADC or a different firmware in the final revision of the readout. This
task is left for the future. However, the limited amount of channels did not impose
limitations for the tests. Only a maximum of four channels was needed at a time.

Consequently the Window Trigger firmware was modified to utilize only four
active channels for the tests that are presented in this chapter. That approach left
enough free logic slices to put further additional features on the FPGA. First of all
the FIFO buffers were extended in size to account for the larger event size. This
firmware ultimately allowed a maximum configurable event size of 1024 samples
per event. That allowed following of the preamplifier signal for 12.8 µs if needed.
The rise of the preamplifier signal contains the interesting information, therefore
the exponential tail can be ignored (see Figure 6.3 and Section 5.2 for details). As
the increased event size lead to congestion at the interfaces somewhere between
Zero Chip and USB readout, a further feature was implemented that would allow
to only send a certain number of samples to the Secondary Chip, while at the
same time including all samples for the maximum detection. This was done by
integrating a digital counter that would cut off the data stream in the packet

3A slice is the smallest usable logic block on an FPGA.
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6 The energy branch

generator upon reaching a preset limit. This approach allowed the extraction of
some 50 samples to be used for the t0 extraction algorithm. For the present tests
this algorithm was run offline. However, the algorithm is designed to reliably run
on the FPGA itself (see Section 6.2.3).

The test setup

For the actual measurement the LED was built into the end-cap of a type-12
crystal with APD readout. A piece of paper was inserted as a diffuse attenuator to
prevent that too much light could enter the crystal and oversaturate the readout.
The crystal was equipped with the APD readout. The APD was operated at
a bias voltage Ubias of 377.00V. For the particular APD in use the voltage was
corresponding to a gain of 50 (for 25oC) [36]. In a preliminary measurement the
linearity of the ADC’s peak sensing feature was confirmed by measuring the signal
amplitude at the preamplifier’s output via oscilloscope and in parallel with the
SADC for various different signal amplitudes. No deviation from a linear behavior
was seen in this measurement (see Figure 6.4(a)).

In order to investigate the dependence of the preamplifier’s output from the
peak-to-peak voltage Vpp applied to the LED’s circuit a similar plot was recorded.
It is shown in Figure 6.4(b) and exhibits a small contribution from a nonlinear
component. The shape was described by a 3rd order polynomial which was used
for all further analysis to correct the effect.
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(b) Approximate linearity of the LED

Figure 6.4: The linearity of the different components of the test setup was checked.
Where perfect linearity was not achieved, this it was corrected for.

To measure the energy resolution the SADC was used to record a few thousand
events of one particular fixed pulse amplitude. It was triggered by the Sync output
of the Agilent Arbitrary Function Generator. The ADC spectrum was plotted and
the width of the peak was determined from a Gaussian fit (see Figure 6.5). To see
the results from this measurement in the context of an actual energy deposition a
coarse calibration of the crystal was performed with cosmic muons. The procedure
will be explained in more detail in the next section.
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6.1 Energy readout

Figure 6.5: Raw energy spectrum recorded with the maximum extraction of the
SADC. The coarse binning is given by the finite resolution of the ADC
itself.

Calibration with cosmic muons

To put all the LED measurements in a comparable framework of an energy equiv-
alent, the setup was calibrated with cosmic muons. For this step the LED was
turned off and the trigger signal was created with the help of a 2 × 2 cm organic
scintillator (trigger scintillator). It was read out by a photomultiplier tube con-
nected to a leading edge discriminator. The discriminator on its part provided
the external trigger signal that was fed into the SADC.

Figure 6.6: Schematic overview of the setup for the energy calibration with min-
imally ionizing cosmic muons. By varying the position of the trigger
scintillator the average length of passage through the inorganic scin-
tillator was altered.
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A simple Geant 4 simulation was used to predict the outcome of the setup. The
result is shown in Figure 6.7(a). By finding the most probable value (MPV) of
the Landau distribution as a reference, the SADC channel numbers could readily
be matched to their energy deposits (see Fig. 6.7(b)).

(a) Simulation [42] (b) Raw data recorded with peak sensing

Figure 6.7: Simulated and raw SADC spectrum for Position 1 as shown in Fig-
ure 6.6 with a Landau shape fitted to each plot.

As the energy deposition of minimally ionizing particles scales linearly with the
thickness of the material they pass through, the calibration curve has to yield a
straight line. This was also found to be the case, as is shown in the “Upright
profile” measurement in Figure 6.8.

Interestingly the offset of the line fit did not resemble the pedestal, which was
found to be at 242 ch during this measurement. Therefore in order to verify the
result, a second measurement was performed the next day. During that mea-
surement the crystal was placed on its side (Lying profile) thus giving shorter
distances of passage for the mostly vertically incidental muons. The overall en-
ergy deposition therefore has to be lower. Instead of finding all points lying on the
same line as expected, a second linear dependence was found. This dependence
happens to have a slightly different slope parameter (≈ 20% difference) and as is
obvious from Figure 6.8 also has a different offset. However in this measurement
the offset parameter from the fit nicely reproduced the pedestal at 242 ch.

Now there are two likely explanations for this. The only control parameter
that was changed between the measurements was the position of the crystal itself.
Furthermore the attenuation of the scintillation light during its travel trough
the crystal was not included in the measurements. It is most likely that this
attenuation can best be described by an exponential shape.

All attempts to align both sets of datapoints on a single line by this approach
failed. This might also be brought forward by the fact that there were relatively
little datapoints with quite large error bars. However, it also suggests that it
cannot be the only reason for the mismatch.

One other parameter that was not controlled was the temperature. As was ex-
plained earlier in Section 3.2, the gain of an APD is very sensitive to temperature
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Figure 6.8: Calibration curves for two distinct calibration measurements. The
crystal was either lying on its side (lying profile) or in perpendicular
postion (upright profile).

differences. As the temperature was not a stable parameter during the measure-
ments it is most likely that the distribution of the data points is mainly due to
this fact. Further control measurements that followed, where the only parameter
that was the temperature, confirmed this assumption.

Changing the temperature of the setup was achieved by using the air condi-
tioner’s maximum and minimum settings in the room where the setup was lo-
cated. The results strongly supported the explanation that the mismatch of the
calibration lines is temperature dependent.

As a direct consequence it was found that it is not possible to do a high precision
calibration of the current setup. For the final analysis all datapoints from all
measurements were taken into account. To accommodate for the limited precision
of the calibration a systematic uncertainty of 10 % (66% confidence level) was
estimated.

6.1.3 Results and discussion

Despite the problems of obtaining a precise absolute calibration it was possible to
retrieve meaningful results for the energy readout branch. Most importantly the
energy resolution for the readout electronics was measured for different energy
equivalents and the result is shown in Figure 6.9.
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Figure 6.9: Energy resolution for the electronics of the energy readout branch
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have been omitted for clarity. However the x-axis has to be interpreted
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A function that describes the data points very well was found to be

σADC

ADC
=

α

E
+

β√
E

(6.1)

where E has to be understood in units of MeV. The parameters α and β were
obtained from the least squares fit and were determined as

α = (0.234 ± 0.007)MeV

β = (0.029 ± 0.001)
√

MeV

Although the calibration has a large uncertainty it is safe to say that the energy
resolution for energies beyond 100 MeV is well below the 1% level. Furthermore
when trusting the fit of Equation 6.1 there are strong indications that the reso-
lution of the setup still stays below the 5% marker for energies E in the range
10 MeV < E < 100 MeV.

One cannot neglect the fact that these results have been obtained by using
a LED pulser rather than real photons of known energies impinging one of the
CsI(Tl) crystals. Further measurements will have to be conducted to study the
limiting effects of the scintillating crystal itself and the shower leakage. Neverthe-
less the measurements give valuable information about the APD readout.

To evaluate these results with the present readout, they have to be compared
with a measurement from the time when the Crystal Barrel detector was still
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operated at LEAR. The energy resolution was measured with the help of the
reaction pp̄ → π0γ where the monoenergetic γ with energy Eγ = 933.4 MeV was
used to find the relative energy resolution σE

E
(933.4 MeV) = 2.5%. The second

measurement was conducted via the reaction pp̄ → π0η. An energy resolution of
σE
E

(95 MeV) = 5% was extracted [1].
One can finally conclude that the APD in combination with the tested readout

electronics seems to yield energy resolutions, which exceed the resolution of cur-
rent energy readout by a factor of 2 to 5. Consequently it makes sense to assume
that the APD readout could improve the resolution of the energy readout, if the
limiting factor so far was given by the photodiode readout itself. However, if
the resolution limits of the current readout are mainly imposed by the scintilla-
tion process, shower losses or other unknown sources of uncertainty, the current
resolution will at least not deteriorate upon the change to an APD based readout.

6.1.4 Future improvements

Using the standard maximum extraction feature of the Window Trigger firmware
(see Section 4.6.1), no filtering is applied to the input signal. Therefore the maxi-
mum value extracted is distorted by input noise contribution. It is very likely that
a simple averaging algorithm will further improve the performance of the energy
readout significantly.

A fixed summation over a certain number of samples and the extraction of that
value could help in increasing the resolution and the dynamic range of the ADC.
Extracting the maximum from a summation window spanning four 10 bit values
would already yield 12 bit of information thus increasing the resolution of the
device. At the same time it would act as a low pass filter thus discarding high
frequency noise components. It is possible to gain further improvement of the
energy resolution by extracting the slope parameter of the rise of the signal. This
problem has already been solved algorithmically for the purpose of the t0 extrac-
tion (see Section 6.2.4). The solution for this could further be exploited towards
a better energy resolution. The slope parameter should be linearly correlated
with the energy deposition to first order. Since the slope parameter only relies
on the fact that the first 50 samples are within the dynamic range of the ADC,
this approach would also offer the possibility to artificially increase the dynamic
range of a FADC beyond the intrinsic ADC resolution.

6.2 The time readout

One of the aims of the new readout is to gain time information from the main
calorimeter. It seems controversial to extract time information from the energy
branch instead of the trigger signal. Yet the method allows to gain time informa-
tion without using additional TDCs in the trigger branch.

For the extraction of the time information from the preamplifier signal, the
same sampling information is used as for the energy extraction. While the energy
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readout relies on extracting the baseline and the maximum of the preamplifier
signal (see Section 6.1) it can be easily understood that the main time informa-
tion is encoded in the turning-point and the leading edge of the signal (compare
Figure 5.1).

6.2.1 Introduction and background theory

In a classical setup without FADC, dedicated components would be required to
do time measurements. Firstly a discriminator would be used to generate a digital
pulse from the analog input and secondly a time to digital converter (TDC) would
measure the time difference between that digital pulse and a dedicated time ref-
erence. In general the time reference is a signal which is derived from the trigger
signal.

When extracting time with a FADC these two steps are essentially the same.
The only difference is that the process is happening on digital data. Just like in
the classical analog the discrimination process can be done in different ways. A
discriminator can compensate for rise time effects or it can simply be a comparator
with an adjustable threshold. Either option ultimately effects the outcome of the
measurement. The TDC equivalent in the FADC is implemented by counting its
internal clock cycles. In the experiment the clock of the FADC is synchronized
with the DAQ system and can be correlated to the trigger time. In the present
case where only one SADC module was used, only the freely running internal
clock was available.

Every result will usually be expressed in terms of its clock cycles clk unless
stated otherwise. The clock frequency used for the tests was 80 MHz, and therefore
clk ≡ 12.5 ns.

One way to approach time extraction is to implement a simple threshold detec-
tion and use the current clock cycle as time reference for the occurrence. Classi-
cally that would come closest to a leading edge discriminator. This can easily be
done with the SADC and the feature is implemented in the standard firmware.
The tradeoff of this method despite its simplicity is that the resolution is now
limited by the clock speed of the ADC. As the input signals are generally not
synchronized with the clock of the SADC a jitter of ±1/2 clock cycle is to be
expected.

6.2.2 Simulations

To illustrate the idea of clock jitter, a simple simulation of the situation was imple-
mented using the C++ programming language. With regard to the actual shape
of the signal, two simple requirements were imposed onto the analytic function
used in the calculation. Namely the function should rise linearly at close to t0 = 0
and ultimately slowly approach its maximum in an almost flat plateau as these
are the key features of the preamplifier output (compare Fig. 5.1). One function
which certainly fulfills these two simple requirements is a sine function. Conse-
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quently the half period of a sine function was used for the simulation. In the code
the sine was sampled at N discrete points xn = B sin(πn/N + δt) + ∆ within
the first half period, where B is the dynamic range and if desired a portion of
Gaussian noise can enter the simulation via ∆. The offset δt was chosen from the
interval −N/2 < δt < N/2. For a given threshold a one can now assign tle with
the value of smallest n that satisfies xn > a. This idea follows the basic working
principle of the leading edge discriminator. If one now defines t = tle − δt a plot
like the one shown in Figure 6.10(a) will result. The square plateau that can be
seen reflects exactly the fact that the pulse jitters within one clock cycle. The root
mean square (RMS) was found to be 0.29 clk. Figure 6.10(b) shows the effect of
a very small amplitude of additive noise (σ = 1 ch). In that case the RMS value
was found to be 0.50 clk. This illustrates that not only is the algorithm limited
by the clock frequency, but it is also very susceptible to noise.

The naive solution to a better time resolution would be to increase the sampling
frequency fs to the desired time resolution. This possibility is not feasible for
several reasons. First of all the signals are not noise free (see Figure 6.10(b)).
Secondly the sampling frequency and also the resulting higher data-rate have
both technical limits and their cost. If time resolutions below the internal clock
frequency are required, some sort of clock interpolation has to be performed.
This is usually done by making an assumption about the shape of the signal.
Depending on the assumptions the true starting point of the signal t0 can then
be reconstructed with differing precision.

The rise of the preamplifier signal lies in the order of some 5µs. With a sampling
frequency fs of 80 MHz that corresponds to approximately 400 samples. The
question is whether it is possible to properly extract t0 when only analyzing the
first samples of each event. Such a scenario is shown in Figure 6.11 for three cosmic
muon events of different energy deposition. All recorded samples are plotted
consecutively as they appear in the datastream. They were not causally linked to
each other. The flat areas between the rising parts are events where an external
trigger fired, but no muon was seen in the crystal. These events would normally
contribute to the pedestal. Judging from the rise itself, the general behavior seems
to be dominated by a strong linear component.

Starting from these considerations a simple linear regression was implemented
in the simulation software and applied to the artificially generated samples. A
fixed number of 20 samples from the rising edge were used for the calculation.
From the linear function that was obtained by the fit, t0 was determined as the
line’s intercept with the baseline. Two typical results are shown in Figures 6.10(c)
and 6.10(d) where again t = t0 − δt is shown. A RMS value of 0.06 clk was
extracted from Figure 6.10(c), which shows that the fit technique gives better
results than the threshold approach. In case of a noisy signal the resolution of
the technique suffers but performs still better than the threshold algorithm (see
Figure 6.10(d)). Finally the results from the simulations suggest that this simple
assumption obviously leads to an improved time resolution which exceeds the
resolution possibilities of the leading edge approach.
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Figure 6.10: Results from time resolution simulations.
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Figure 6.11: Three cosmic muon events as recorded by the SADC. The firmware
suppresses all sampling data beyond the first 50 samples. The flat
areas between the rises are events contributing to the pedestal.

6.2.3 Linear fit time extraction

It turns out that the linear fitting technique has further advantages over other
approaches. One advantage of this technique is that it automatically corrects
for pulse height and therefore also for timewalk effects, similar to the way a
constant fraction discriminator does. Suppose you start with a given set of samples
p1 = {xn}. As the timing constants of the signal are fixed by the crystal itself
a second pulse p2 with a different size could be given by p2 = χ {xn} where χ
is a real parameter. Thus the signal is scaled in the y-dimension. Consequently
the linear fits of form f(t) = A + Bt will accommodate for that fact by satisfying
f2(t) = χf1(t). As t0 computes as t0 = −A/B and from f2(t) = χf1(t) follows
that A2 = χA1 and B2 = χB1 respectively, it is easy to see that χ cancels in the
fraction A/B and therefore t0 is left unaffected.

Another advantage of linear fitting technique is that all relevant parameters can
easily be calculated on the fly. That means that only little memory is needed.
This fact becomes important when the algorithm is to be implemented on an
FPGA. It turns out that it is sufficient to calculate two sums while sampling the
signal. The extraction of the two numbers is fully sufficient to calculate the linear
fit offline and represents a substantial datarate reduction (see Appendix B for
details).

Although the method has certain advantages, due to quantization errors the
achievable resolution is limited by the choice of the dynamic range Emax and the
number of bits that are available to the ADC. If the uncertainty of the baseline
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extraction is omitted, the limit of the possible resolution is given by

σt0(E) =
1√
12

NΛN

α2r

Emax

E
∆t (6.2)

for a number of significant samples N ≥ 20. α is a constant which is dependent
on the pulse shape, r is the number of bits used by the ADC and ∆t is the
sampling interval. Finally ΛN is a constant which is only dependent on N . The
full derivation of Equation 6.2 is given in Appendix B. Figure 6.12 illustrates
this dependence for typical parameters as they are used during the tests (Emax =
300 MeV) and as they would become important in the case of the Crystal Barrel
experiment (Emax = 2 GeV).
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Figure 6.12: Estimated time resolution achievable for different ADCs and dynamic
ranges. The parameters were chosen as N = 40, α = 0.48, ΛN = 2.04
and ∆t = 12.5 ns. The underlying relation is given as Equation 6.2.

Based on this preliminary work, an experiment was devised to test the t0 ex-
traction with the help of a linear fit to a small number of consecutive samples of
the rising edge of the signal. The aim of the experiment was to measure the time
resolution that could be achieved with the given crystal, the present APD, the
LNP preamplifier and the SADC. A detailed description of this work is given in
the following section.

6.2.4 Experimental method

To measure the time resolution of the energy readout branch the setup shown
in Figure 6.13 was used. The whole measurement was performed using cosmic
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Figure 6.13: Schematic of the setup used for the time resolution measurement
with cosmic muons. It was geometrically assured that the incidental
muons would pass through all three crystals.

muons. A 2 × 2 cm2 organic scintillator in combination with a leading edge dis-
criminator was used to generate the trigger signal. Three type 12 CsI(Tl) crystals
arranged on top of each other were read out simultaneously in order to be able to
ensure that the incident muon was passing the setup close to vertically. The bias
voltage of the APDs was adjusted to match the gains of the three APDs. The
SADC was run in its 80 MHz mode. The firmware was a modified version very
similar to the firmware used in the energy resolution measurement (see Section
6.1.2). The SADC was configured in a way to extract the pulse maximum within
the first 1 k samples after receiving the trigger signal. This is the familiar peak
sensing feature as it has been introduced in Section 6.1 for the energy readout.
This information was recorded for cross-checking. The external trigger signal was
fed into channel one. The SADC was operated with 4 channels that were read out
in latch-all mode (i.e. all channels are read out without zero suppression). Each
event was comprising the internal clock value, the baseline and the first 50 sam-
ples of each channel. All further feature extraction and cuts on the coincidence
on all three crystals was done in software.

As an input channel is used for triggering it is obvious that also the trigger time
ttrig of the SADC jitters within the clock cycle as illustrated in Figure 6.10(a).
As the trigger signal is a standard NIM pulse with a risetime much shorter than
the sampling frequency, it is not possible to get a better resolution with the help
of enhanced fitting techniques. Therefore the resolution is limited by the clock
frequency of the SADC.

To still be able to measure the precise time resolution σ(tx) of each crystal
without being limited by the clock resolution, it is important to readout the
three coincident crystals. This approach allows the measurement of three different
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time differences td1,2,3 and the corresponding resolution. The single crystal time
resolution can then be extracted.

Suppose that energy was deposited in all three crystals. The zero crossing
of the linear fits will yield the three times t′x = tx + ∆ttrig where x = 1, 2, 3
corresponding to each crystal. It is obvious that all times t′x will be shifted by
the jitter of the trigger ∆ttrig. Nevertheless, the time differences td1 = t1 − t2,
td2 = t1 − t3 and td3 = t2 − t3 will be free of the influence of the trigger time. As all
time differences should be constant, the finite resolution σ(tdx) can be measured
directly from the data. Deriving the true time resolution σ(tx) of a single crystal
from the time difference resolution σ(tdx) is a simple matter of solving a set of
linear equations. Given that the condition σ(td1) ≈ σ(td2) ≈ σ(td3) holds, the time
resolution of a single crystal can be further simplified. It is then given by the
following expression

σ(t) = σ(tx) ≈ σ(tdx)√
2

(6.3)

To measure the time differences td1,2,3, the raw data stream from the USB read-
out was decoded with the tool streamusb and then further processes by awk

scripts that also performed the linear fitting and t0 extraction (see Figure 6.14).
The trigger delay timings of the SADC were chosen such that the first samples
recorded belonged to the baseline. A total of 50 valid samples was extracted for
each event, to make it possible for the analysis to observe how the fit performs
with different numbers of data points. To avoid confusion among the three crys-
tals the time t0 is indexed 1, 2, 3 for the three different crystals, while the zero is
left out.

Over the course of one weekend the setup recorded approximately 8 k coincident
events which were used in the analysis. The expected Landau distribution was
found for each of the three energy spectra. This was done to confirm that no
spurious coincidental data, like noise-bursts, was recorded. Figure 6.15 shows the
spectra for the three possible time differences between the three crystals.

6.2.5 Results and discussion

A Gaussian has been fitted to each to extract the time resolutions from the time
difference spectra σ(tdx) in Figure 6.15. As expected the extracted values are
similar and for the further calculus the approximation from Equation 6.3 will be
used. Taking the worst time difference resolution (Fig. 6.15(c)) as a starting point
σ(td3) = (0.766 ± 0.008) clk and noting that 1 clk ≡ 12.5 ns, the time resolution of
the single crystal is found to be

σ(t) =
σ(td3)√

2
≈ (6.77 ± 0.07) ns (6.4)

It can be argued that including too many samples into the linear fit might
degrade the quality of the fit. The more samples are taken into account, the more
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the nonlinear components of the rising edge of the pulse start to contribute. In
other words the pulse shape starts to curve down. On the other hand including
too few samples will result in too little statistics for the method to work.

To study this phenomenon the whole analysis was repeated for a different num-
ber of samples in the linear fit. The results of this analysis are shown in Fig-
ure 6.16. The plot illustrates two key features. Firstly it shows that if there are
only 15 samples or less included in the fit the resolution σt gets worse. Secondly
for linear fits including 20 samples or more the resolution seems to converge sug-
gesting that the resolution seems to be limited by more than simply the number
of samples in the linear fit. Furthermore one can note that when only looking at
the first 40 samples a negative effect of nonlinear components cannot be seen.

6.3 Summary and conclusion

Summarizing the results of this section it can be said that the preamplifier signal
is well suited for an energy readout. Using the preamplifier signal directly avoids
the introduction of additional noise from further electronic components along the
signal path. The slow rise and decay are easily sampled at a sufficiently high rate
with standard technology.

Several test experiments using an LED pulser and cosmic muons have been
performed to show the energy resolution and the quality of a t0 time extraction
based on a linear fit. The energy resolution of the electronics was found to be
better than 1% for energies higher than 100 MeV and therefore substantially better
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Figure 6.15: All possible combinations of time differences. The time extraction
was performed with the linear fitting technique. 6 samples were used
for baseline extraction and 40 samples for the linear fit.
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than needed to reproduce or possibly even outperform the energy resolution of
the current Crystal Barrel readout.

Finally the approach of extracting time information from the pulse shape with
the help of a FADC was proven to work. The simple assumption that the initial
rise of the preamplifier signal comes close to a straight line led to the development
of a linear fit method that uses little memory and can easily be implemented in
VHDL to run on a FPGA. The method was tested and benchmarked in offline
tests. For cosmic muon events with a most probable energy deposition of 30 MeV
the time resolution with this method was found to be (6.77 ± 0.07) ns. For n = 6
and N = 40 the calculation of the quantization error results in σcalc

t0
= 1.5 ns. This

means that the fitting technique is still dominated by noise on the signal. How-
ever, this measurement was done for a reduced dynamic range of approximately
300 MeV. To cover a range of 2 GeV the quantization error for the same FADC
is estimated to rise to 6.5 ns. It is then in the same order of magnitude as the
measured resolution. Therefore a FADC with at least 12 bit resolution or better
(see Figure 6.12) would be needed.

Finally it can be concluded that the presented method is a promising way of
extracting energy and time information from an integrated preamplifier signal of
a CsI(Tl) crystal. However, ADC resolution and noise impose strict limits to the
achievable resolution.
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6.4 Outlook

Allthough the results are very promising, there are several possible starting points
for future improvements of both the method and the equipment. Due to the lack
of a monoenergetic photon source of sufficiently high energy (10-30MeV) all en-
ergy resolution measurements have been done using the LED pulser. To be really
sure the readout will have to be tested with real particles. There are two viable
approaches to this test. First an in-beam measurement at a tagged photon beam
could yield valuable information on the energy resolution. Second a full experi-
ment, similar to the Studentenexperiment in combination with the reconstruction
of the π0 and its associated width, would give the ultimate benchmark. The latter
idea is already being considered for the 2009 Studentenexperiment. One very im-
portant future task is also to optimize the homogeneity and intensity of the light
collection. Different approaches are outlined in [24]. Finally further methods of
digital filtering could possibly improve the energy and time resolution.
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The aim of this work was to study a possible avalanche photodiode readout for
CsI(Tl) crystals as they are used in the Crystal Barrel calorimeter. The focus of
this study lay on the development of first level trigger ability for such scintillating
crystals, with definite timing constraints. Secondary aim was to develop and
evaluate possible readout mechanisms to achieve energy resolutions that resemble
the resolution of the current readout of the Crystal Barrel detector. Finally it was
a central question if this readout could in addition also provide time information
from a slowly rising signal.

This work was based on three initial building blocks. First there was the
LNP preamplifier for the APD readout designed by M. Steinacher at the Uni-
versity of Basel [40]. Second a 3 × 3 CsI crystal matrix was already converted to
APD readout using such LNP preamlifiers at the University of Giessen. Third a
FADC designed at the TU Munich was available including the VHDL sources for
the firmware.

During the first part of this work it was understood that the preamplifier alone
was not capable of providing a trigger signal that meets the required latency
constraint. Therefore a solution based on a fast timing filter amplifier was devised
in collaboration with the University of Basel. To build a contemporary test with
such a timing filter, contact with the group of Prof. Löhner at the KVI, Groningen
was established. One of their filter designs was adopted and modified in Bonn to
work with the LNP preamplifier and the present CsI crystals. It was possible to
show that this so called Shaper rev. 4.2 was capable of producing a valid trigger
signal. With the obtained signal it was possible to meet the initial 200 ns latency
constraint. A total of more than twenty boards of this circuit were manufactured
during this thesis.

Several tests revealed that the time resolution provided, was high enough for
triggering, thus satisfying the main goal for the transition to a new APD readout.
To test the new trigger and time readout a second 3 × 3 matrix was built and
equipped with the LNP preamplifier and the Shaper rev. 4.2. The two blocks were
used as detectors in coincidence (100 ns coincidence gate) during the Studentenex-
periment. In this context it was proven that the CsI crystals in combination with
the APD readout and a fast timing filter can be used for a low latency low-noise
trigger.

It was possible to show that the crystal readout did not saturate at rates up
to 6 kHz. For the given shaper monoenergetic time resolution was shown to be
better than 3.5 ns (σ) for photon energies higher than 200 MeV. Strong evidence
in LED pulser tests was found that the monoenergetic time resolution is better
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than 15 ns for energies down to 25 MeV. However, the measurement of the energy
resolution showed that this fast rising signal was not capable of providing the
required energy resolution. Consequently a new readout solution was devised, in
which energy and trigger signals are treated in two differently optimized signal
paths (see Figure 7.1).

Figure 7.1: Dual signal path for triggering and high resolution energy readout as
proposed in this work.

The option to use the preamplifier signal as an energy optimized signal directly
was tested in this work. For this readout strategy, the preamplifier signal was
directly read by a FADC. A method was devised that yields a high energy reso-
lution and at the same time makes time extraction possible. It was shown that
such a readout is possible by doing peak-sensing on the preamplifier signal. With
LED pulser tests the energy resolution of the electronics (comprising APD) was
measured and was proven to be better than 0.5% for energies higher than 120 MeV
and better than 3% for energies higher than 20 MeV respectively. Although not
directly comparable, both values are superior to the current benchmark values of
the complete Crystal Barrel readout. That leads to the conclusion that the res-
olution will either stay the same or improve upon the upgrade to an APD based
readout.

Time extraction was realized digitally via a linear regression to the leading
edge of the preamplifier signal. The straightforward algorithm can be run on
an FPGA with very sparse memory requirements. A measurement with cosmic
muons depositing a mean energy of ≈ 30 MeV showed that the time resolution of
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the algorithm is better than 7 ns (σ).
Although there are still some open questions concerning the precise solution,

mainly of technical nature, the APD readout seems to be a realistic approach
to put the Crystal Barrel main calorimeter in the first level trigger. With the
proposed readout scheme, it is possible to gain a sufficiently fast trigger signal
from the CsI crystals without degrading the energy resolution.

One of the next steps is to build and test a fully integrated version of the
LNP preamplifier with an on-board timing filter. This integrated version is cur-
rently under development at the University of Basel. The next test experiments
will focus on measuring the energy resolution with real photons or electrons in-
stead of using an LED pulser. Such measurements will yield more realistic values
on the possible energy resolution of the new APD readout. The tests will further-
more focus on the homogeneity of the light collection in the end-cap [24].

Finally I conclude that the proposed APD readout is a very promising solution
for both the first level trigger of the main calorimeter and also the combined energy
and time readout. If the proposed readout can finally be proven trustworthy
during the remaining energy resolution tests, no further obstacles have to be
overcome. The APD readout then represents a solid readout option for the main
calorimeter.
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A Operation preliminaries for the
LNP preamplifier

The following steps describe how to assure proper operation of the LNP preamp-
lifier with existing readout electronics.

A.1 Reversing the polarity of the output

Although the LNP preamplifier is designed for positive signal output it is possible
to operate it with negative polarity. This can be useful to do tests with existing
discriminators that require negative input polarity.

The output of the LNP preamplifier can simply be reversed by swapping the
anode and cathode wires to the APD, whilst at the same time changing the
polarity of the HV from positive to negative. For that reason negative high voltage
(HV) modules are used (see Section 4.5) instead of positive HV as originally
suggested [36]. By doing this the dynamic range of the LNP preamplifier, which
asymmetrically favors positive signals, is effectively reduced by a factor of 3 to
4. To slightly compensate for this effect it is possible to change the low voltage
(LV) supply from the asymmetric +8 V/ − 2 V to +5 V/ − 5 V [45]. However,
this alteration to low voltage still results in a reduced dynamic range by a factor
of approximately 2. It furthermore makes the whole circuit more susceptible to
oscillations. Although the overall performance of the LNP preamplifier is reduced
by the alterations, operation is still possible and linearity is preserved.

A.2 Modifications towards noise reduction

To reduce noise and avoid the injection of unwanted signals the following guide-
lines were followed [45, 50]. Upon enforcement of those guidelines SNR systemati-
cally improved by more than one order of magnitude during the test experiments.

Although the LNP preamplifier was initially housed in a aluminum case at-
tached to the end-cap, the shielding was not connected to ground. This con-
figuration resulted in two separated Faraday cages. One consisting of the cable
shielding and one housed the preamplifier. This configuration allowed electro-
magnetic signals to leak into the case of the preamplifier. Where shielding of the
cable entered the preamplifier housing, it acted as an antenna that couples the
outside field into the box. As a consequence the whole circuit started to act as a
very sensitive amplifier for environmental noise.
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A Operation preliminaries for the LNP preamplifier

Figure A.1: The whole crystal, including the APD readout is enclosed in a Faraday
cage. All cables running in or out the end-cap are also shielded, thus
being a part of this cage. The enclosure ensures the minimization of
noise pick-up from environment.

To solve that problem a single silver wire is used to connect the ground plane
of the preamplifier circuit board with the aluminum housing of each end-cap. It
is important that this ground is kept floating and the connection is only made in
a single point to avoid ground loops.

The shield of the high voltage cable is soldered to the experimental ground of
the preamplifier board while the other end is left floating. This avoids ground
loops. Following the same idea the low voltage cables were shielded and the
shield is connected to the preamplifier ground plane. Again the other side is kept
floating. In this configuration both low voltage and high voltage supply have to
be floating. As a high voltage supply a EDS F 025n104-K is used. Details on that
module are given in Section 4.5.

Low voltage is provided by a linear laboratory power supply. It is distributed
on a printed circuit board, that is encased in a metal box for shielding. The case
is connected to the ground plane of the power distributor in a single spot.

So far all equipment allows operation with a floating ground. Depending on the
type of measurement this ground should be fixed to a designated potential with
a single connection. In cases when the outer circumstances require surveillance
measurements with an oscilloscope while there already is a non-avoidable ground
connection at a different point, the ground contact of the oscilloscope power cable
should be disconnected to avoid the effects of the associated ground loop.

Figure A.1 illustrates how one single ground connection is spread throughout
the experiment without creating loops. At the same time it provides a fully closed
Faraday cage to hinder environmental noise to get to the very sensitive input of
the LNP preamplifier.
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B Quantization errors in t0 extraction

The t0 time extraction is achieved with a linear fit y(t) to the leading edge of the
preamplifier signal. t0 is extracted by finding the intercept of the baseline β with
the linear function y(t), which is defined as y(x) = at + b. The input signal is
sampled in time discrete intervals ∆t. The values are labelled yi = y(i∆t + t0).
The baseline β is extracted as the arithmetic mean of n samples prior to the fit.
The calculation of the actual fit is based on the following sums

χ =
N

∑

i

ti

sy =
N

∑

i

yi

ξ =
N

∑

i

t2i

sty =
N

∑

i

tiyi

where N is the number of samples included in the fit. For all applications it is
possible to start counting the clock cycles with t1 = 1. In direct consequence the
two sums χ and ξ are only depending on N . In that case only sy and sty need to
be calculated. By further defining

d = Nξ − χ2 (B.1)

the parameters a and b are simply given as

a =
Nsty − χsy

d

b =
ξsy − χsty

d

Finally the t0 time is given by

t0 =
β − b

a

To derive the time resolution σt0 , it is convenient to set t0 = 0 and β = 0. For
this derivation only the uncertainty σyi

will be taken into account. Furthermore
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B Quantization errors in t0 extraction

∆t = 1 is assumed during the derivation. Therefore σt0 is fully determined by σa,
σb and σβ as

σt0 =

√

(

b

a2
σa

)2

+

(

1

a
σb

)2

+

(

1

a
σβ

)2

(B.2)

It is important to note that the uncertainty in y direction is constant σyi
=

σy = p/
√

12 which is a direct consequence of the equidistant channel pitch p of the
ADC. The uncertainties of a and b given by Gaussian propagation of error are

σa = 1
d

√

N2ξ − Nχ2 σy =
√

N
d
σy ≡ KNσy (B.3)

σb = 1
d

√

Nξ2 − ξχ2 σy =
√

ξ
d
σy ≡ ΛNσy (B.4)

Since the baseline β is calculated as the arithmetic mean of n samples, its uncer-
tainty is given as

σβ =
σy√
n

KN and ΛN are well defined by a given value of N . Likewise the ratio σa/σb is
only dependent on N . In the case of N ≥ 20 it follows that σa ≤ 0.1σb. In general
the external trigger assures that sampling starts close to the exact starting time
of the rising edge of the signal which is equivalent to b ≤ 1. If furthermore n ≫ 1
is assured, σβ can be neglected. Therefore Equation B.2 can be approximated
with

σt0 ≈ σb

a
(B.5)

where σb is fully defined by the number of samples in the fit (N) and the ef-
fective ADC resolution (σy). However, t0 has a strong dependence on the slope
parameter a and therefore on the size of the signal.

To take into account the effect of the finite resolution, the dynamic range of the
ADC becomes a crucial parameter. Suppose you want to assure that a maximum
energy Emax is still measurable. That means that the maximum channel of the
ADC ymax corresponds to Emax. However, for the time extraction only the first
N samples are taken into account. Therefore the maximum of the curve is not
relevant at all. The active dynamic range available for the linear fit is therefore
reduced by the factor α that is given by

α =
yN

ymax

The parameter α depends on N and has to be determined from the pulse shape
(see Figure B.1).

It is now possible to estimate the time resolution of the fitting method for a
specific ADC resolution r ([r]=bit), a given energy range Emax and a certain
sampling interval ∆t. The channel pitch p can now be expressed as p = Emax/2r.
For a given N for which a linear fit is well justified, the simple relation a = Eα/N
holds. Combining this with Equation B.5 and furthermore taking into account
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Figure B.1: Characteristic shape of the rising edge of the preamplifier signal in
combination with a CsI(Tl) crystal. It is possible to fit the empirical
function f(x) = 1−exp(p1x+p2)+p3/

√
x to the data. The parameters

are given by p1 = −0.01843, p2 = 0.146 and p3 = 0.19.

that σb = ΛNσy∆t = ΛN∆tEmax

2r

1√
12

(see Equation B.4), where also ∆t was

introduced as a free parameter again, one obtains

σt0(E) =
1√
12

NΛN

α2r

Emax

E
∆t

In scenarios where the quantization error is negligible in comparison to the noise
level the above derivation remains valid if σy is replaced with the RMS amplitude
of the noise. For the precise calculation σy should be chosen as the geometric
mean of quantization error and RMS noise.
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C Circuit layout diagrams

Figure C.1: Overview of PCB component placement for the Shaper rev. 4.2, front.
Only the components for one channel have been placed.
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C Circuit layout diagrams

Figure C.2: Overview of PCB component placement for the Shaper rev. 4.2, rear
side.
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Figure C.3: Schematic of the LNP preamplifier. By courtesy of M. Steinacher [45].
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C Circuit layout diagrams
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